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Preface

The pervasive use of camera phones and hand-held digital cameras has led the community to
identify document analysis and recognition of digital camera images as a promising and grow-
ing sub-field. Constraints imposed by the memory, processing speed and image quality of these
devices are leading to new interesting problems to be addressed.

Following the success of the first CBDAR2005 workshop in Seoul, Korea, 2007 Workshop on
Camera Based Document Analysis and Recognition (CBDAR) is being held in conjunction
with the International Conference on Document Analysis and Recognition (ICDAR) in
Curitiba, Brazil. The goal is to bring together researchers to present cutting edge applications
and techniques and contribute to discussions on future research directions.

This proceedings contains a written archive of the papers to be presented. This year, we had 21
full paper submissions, from which 7 were accepted for oral presentation. They fall into three
general areas of research — text detection, document retrieval and dewarping. In addition, 12
posters will be presented on various algorithms and applications, and 11 organizations will
participate in the demonstration session. Each presenter was invited to present a full paper
describing their contribution, and they are contained in the proceedings.

This year, Prof. Thomas Breuel and Mr. Faisal Shafait from the University of Kaiserslautern are
organizing a page dewarping contest. One of the major research challenges in camera-captured
document analysis is to deal with the page curl and perspective distortions. Current OCR
systems do not expect these types of artifacts, and have poor performance when applied directly
to camera-captured documents. The goal of page dewarping is to flatten a camera captured
document such that it becomes readable by current OCR systems. Page dewarping has triggered
a lot of interest in the scientific community over the last few years and many approaches have
been proposed, yet, until now, there has been no comparative evaluation of different dewarping
techniques. Results from the contest will be presented during the workshop.

Finally, we would like to sincerely thank those who are helping to ensure this workshop is a
success. The ICDAR organizing committee — Prof. Robert Sabourin (Co-Chair), Prof.
Kazuhiko Yamamoto (Workshop Chair), and Dr. Luiz Oliveira (Conference Manager) have
been extremely helpful in making sure the workshop venue and scheduling were prepared.
Prof. Masakazu Iwamura for the logo design, maintenance of web pages and mailing lists, and
the preparation of the proceedings. The CBDAR program committee for reviewing and com-
menting on all of the submission we received. And the financial sponsors of the workshop:
Applied Media Analysis, APOLLO, Hitachi, NEC, Osaka Prefecture University, Ricoh, and the
University of Maryland. We thank you all.

We sincerely hope that you enjoy the workshop and that these proceedings provide an archival

snapshot of this cutting edge research.

CBDAR2007 Co-Chairs
Koichi Kise and David Doermann
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Font and Background Color Independent Text Binarization

T Kasar, ] Kumar and A G Ramakrishnan
Medical Intelligence and Language Engineering Laboratory
Department of Electrical Engineering, Indian Institute of Science
Bangalore, INDIA - 560 012
tkasar @ee.iisc.ernet.in, jayantkmishra@ gmail.com, ramikag @ee.iisc.ernet.in

Abstract

We propose a novel method for binarization of color
documents whereby the foreground text is output as black
and the background as white regardless of the polarity of
foreground-background shades. The method employs an
edge-based connected component approach and automati-
cally determines a threshold for each component. It has sev-
eral advantages over existing binarization methods. Firstly,
it can handle documents with multi-colored texts with dif-
ferent background shades. Secondly, the method is applica-
ble to documents having text of widely varying sizes, usu-
ally not handled by local binarization methods. Thirdly, the
method automatically computes the threshold for binariza-
tion and the logic for inverting the output from the image
data and does not require any input parameter. The pro-
posed method has been applied to a broad domain of tar-
get document types and environment and is found to have a
good adaptability.

1 Introduction

There has been an increased use of cameras in acquir-
ing document images as an alternative to traditional flat-
bed scanners and research towards camera based document
analysis is growing [3]. Digital cameras are compact, easy
to use, portable and offer a high-speed non-contact mecha-
nism for image acquisition. The use of cameras has greatly
eased document acquisition and has enabled human interac-
tion with any type of document. Its ability to capture non-
paper document images like scene text has several potential
applications like licence plate recognition, road sign recog-
nition, digital note taking, document archiving and wear-
able computing. But at the same time, it has also presented
us with much more challenging images for any recognition
task. Traditional scanner-based document analysis systems
fail against this new and promising acquisition mode. Cam-
era images suffer from uneven lighting, low resolution, blur,

and perspective distortion. Overcoming these challenges
will help us effortlessly acquire and manage information in
documents.

In most document processing systems, a binarization
process precedes the analysis and recognition procedures.
The use of two-level information greatly reduces the com-
putational load and the complexity of the analysis algo-
rithms. It is critical to achieve robust binarization since any
error introduced in this stage will affect the subsequent pro-
cessing steps. The simplest and earliest method is the global
thresholding technique that uses a single threshold to clas-
sify image pixels into foreground or background classes.
Global thresholding techniques are generally based on his-
togram analysis [4, 6]. It works well for images with well
separated foreground and background intensities. However,
most of the document images do not meet this condition and
hence the application of global thresholding methods is lim-
ited. Camera-captured images often exhibit non-uniform
brightness because it is difficult to control the imaging en-
vironment unlike the case of the scanner. The histogram of
such images are generally not bi-modal and a single thresh-
old can never yield an accurate binary document image. As
such, global binarization methods are not suitable for cam-
eraimages. On the other hand, local methods use a dynamic
threshold across the image according to the local informa-
tion. These approaches are generally window-based and the
local threshold for a pixel is computed from the gray val-
ues of the pixels within a window centred at that particular
pixel. Niblack [5] proposed a binarization scheme where
the threshold is derived from the local image statistics. The
sample mean i, ,,) and the standard deviation o (,, .,y within
a window W centred at the pixel location (x,y) are used to
compute the threshold T, as follows:

T(xvy) = Hzy) — ko—(z,y)a k=0.2 (1)

Yanowitz and Bruckstein [10] introduced a threshold that
varies over different image regions so as to fit the spatially
changing background and lighting conditions. Based on the
observation that the location and gray level values at the



edge points of the image are good choices for local thresh-
olds, a threshold surface is created by relaxation initialized
on the edge points. The method is however computation-
ally very intensive. Trier and Jain [8] evaluated 11 popu-
lar local thresholding methods on scanned documents and
reported that Niblack’s method performs the best for opti-
cal character recognition (OCR). The method works well if
the window encloses at least 1-2 characters. However, in
homogeneous regions larger than size of the window, the
method produces a noisy output since the expected sample
variance becomes the background noise variance. Sauvola
and Pietikainen [7] proposed an improved version of the
Niblack’s method by introducing a hypothesis that the gray
values of the text are close to 0 (Black) while the back-
ground pixels are close to 255 (White). The threshold is
computed with the dynamic range of standard deviation (R)
which has the effect of amplifying the contribution of stan-
dard deviation in an adaptive manner.

Tioa) = ey L+E(EL -] @
where the parameters R and k are set to 128 and 0.5 re-
spectively. This method minimizes the effect of background
noise and is more suitable for document images. As pointed
out by Wolf et al in [9], the Sauvola method fails for images
where the assumed hypothesis is not met and accordingly,
they proposed an improved threshold estimate by taking the
local contrast measure into account.

o
T(a:,y) = (1 - a)ﬂ(z,y) + aM+a S(x,y) (/U'(ac,y) - M) 3)

max

where M is the minimum value of the grey levels of the
whole image, S, is the maximum value of the standard
deviations of all windows of the image and ‘a’ is a param-
eter fixed at 0.5. The Wolf’s method requires two passes
since one of the threshold decision parameter S,,,, is the
maximum of all standard deviation of all windows of the
images. The computational complexity is therefore slightly
higher in this case. This method combines Savoula’s robust-
ness with respect to background textures and the segmenta-
tion quality of Niblack’s method.

However, recent developments on document types, for
example, documents with both graphics and text, where the
text varies in color and size, call for more specialized bi-
narization techniques. It is relatively difficult to obtain sat-
isfactory binarization with various kinds of document im-
ages. The choice of window size in local methods can
severely affect the result of binarization and may give rise
to broken characters and voids, if the characters are thicker
than the size of the window considered. Moreover, we of-
ten encounter text of different colors in a document im-
age. Conventional methods assume that the polarity of the
foreground-background intensity is known a priori. The text
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Figure 1. Some example images with multi-
colored textual content and varying back-
ground shades. A conventional binariza-
tion technique, using a fixed foreground-
background polarity, will treat some charac-
ters as background, leading to the loss of
some textual information

is generally assumed to be either bright on a dark back-
ground or vice versa. If the polarity of the foreground-
background intensity is not known, the binary decision logic
could treat some text as background and no further process-
ing can be done on those text. Clark and Mirmhedi [2] use
a simple decision logic to invert the result of binarization
based on the assumption that the background pixels far out-
number the text pixels. Within each window, the number
of pixels having intensity values higher or lower than the
threshold are counted and the one which is less in num-
ber is treated as the foreground text. This simple inversion
logic cannot handle the case where the characters are thick
and occupy a significant area of the window under consid-
eration. Moreover, a document image can have two or more
different shades of text with different background colors as
shown in Fig. 1. Binarization using a single threshold on
such images, without a priori information of the polarity
of foreground-background intensities, will lead to loss of
textual information as some of the text may be assigned as
background. The characters once lost cannot be retrieved
back and are not available for further processing. Possi-
ble solutions need to be sought to overcome this drawback
so that any type of document could be properly binarized
without the loss of textual information.



2 System Description

Text is the most important information in a document.
We propose a novel method to binarize camera-captured
color document images, whereby the foreground text is out-
put as black and the background as white irrespective of
the original polarity of foreground-background shades. The
proposed method uses an edge-based connected component
approach to automatically obtain a threshold for each com-
ponent. Canny edge detection [1] is performed individually
on each channel of the color image and the edge map E is
obtained by combining the three edge images as follows

E=ErVEsVEp @)

Here, Er, Eg and Ep are the edge images corresponding to
the three color channels and V denotes the logical OR oper-
ation. An 8-connected component labeling follows the edge
detection step and the associated bounding box information
is computed. We call each component, thus obtained, an
edge-box (EB). We make some sensible assumptions about
the document and use the area and the aspect ratios of the
EBs to filter out the obvious non-text regions. The aspect
ratio is constrained to lie between 0.1 and 10 to eliminate
highly elongated regions. The size of the EB should be
greater than 15 pixels but smaller than 1/5th of the image
dimension to be considered for further processing.

ELR{GIRIR A

Figure 2. Edge-boxes for the English alpha-
bet and numerals. Note that there is no char-
acter that completely encloses more than two
edge components

Since the edge detection captures both the inner and
outer boundaries of the characters, it is possible that an
EB may completely enclose one or more EBs as illustrated
in Fig. 2. For example, the letter ‘O’ gives rise to two
components; one due to the inner boundary EB;,; and the
other due to the outer boundary EB,,;. If a particular EB
has exactly one or two EBs that lie completely inside it, the
internal EBs can be conveniently ignored as it corresponds

Foreground Pixels Background Pixels

Figure 3. The foreground and the background
pixels of each edge component

to the inner boundaries of the text characters. On the other
hand, if it completely encloses three or more EBs, only the
internal EBs are retained while the outer EB is removed as
such a component does not represent a text character. Thus,
the unwanted components are filtered out by subjecting
each edge component to the following constraints:

if (Nype <3)
{Reject EBju,
else
{Reject EBgu,

Accept EB,ut}
Accept EBj,:}

where EB;,; denotes the EBs that lie completely in-
side the current EB under consideration and Nj,; is the
number of EB;,,;. These constraints on the edge compo-
nents effectively remove the obvious non-text elements
while retaining all the text-like elements. Only the filtered
set of EBs are considered for binarization.

3 Estimation of Threshold

For each EB, we estimate the foreground and back-
ground intensities and the threshold is computed individu-
ally. Fig. 3 shows the foreground and the background pixels
which are used for obtaining the threshold and inversion of
the binary output.

The foreground intensity is computed as the mean gray-
level intensity of the pixels that correspond to the edge pix-
els.

1
Fpp = Ng > Izy) ®
(z,y)eE

where E represent the edge pixels, I(x,y) represent the in-
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Figure 4. (a) Input Image (b) Output of Edge-Box filtering. The dotted boxes in cyan are filtered out
and only the yellow solid boxes (35 in humber) are considered for binarization (c) The threshold
parameters for the valid edge components. Observe that the mean and median intensities of the
foreground pixels are almost the same for all characters. The same holds true for the background
estimate for horizontally (or vertically) aligned text. However, when the text is alighed diagonally,
the mean intensity of the background pixels is affected due to overlapping of the adjacent bounding
boxes. Hence, the median intensity gives a more reliable logic for inverting the binary output

tensity value at the pixel (x,y) and Ng is the number of edge
pixels in an edge component.

For obtaining the background intensity, we consider
three pixels each at the periphery of the corners of the
bounding box as follows

B={I(z-1y-1),I(z-1y),I(z,y — 1),
Iz+w+1,y—1),I(z+w,y—1),I(z+w+1,y),
Iz —1,y+h+1),I(z—1,y+h),I(z,y+h+1),
I(z+w+1lLy+h+1),l(z+w,y+h+1),I(z+
w+1,y+h)}

where (x,y) represent the coordinates of the top-left
corner of the bounding-box of each edge component and
w and h are its width and height, respectively. Fig. 4
shows the output of the edge-box filtering and the threshold
parameters for each of the valid edge components. As it
is observed in Fig. 4(c), the mean or median intensity are
almost the same for the foreground pixels irrespective of
the text orientation. However, for a diagonally aligned
text, the bounding boxes can have some overlap with the
adjacent components and can interfere in the background
intensity estimate. This is the case for the text ‘FLEXIBLE
6 CHANNEL’ printed in black in a semi-circular manner
which are represented in Fig. 4(c) by the edge components
whose estimated foreground intensity is lower than that of
the background. The mean background intensity for these
components are affected by the adjacent components while

the median is not. Thus, the local background intensity
can be estimated more reliably by considering the median
intensity of the 12 background pixels instead of the mean
intensity.

Bgp = median(B) (6)

Assuming that each character is of uniform color, we bi-
narize each edge component using the estimated foreground
intensity as the threshold. Depending on whether the fore-
ground intensity is higher or lower than that of the back-
ground, each binarized output BWgp is suitably inverted
so that the foreground text is always black and the back-
ground always white.

1, I(z,y) > F
e < Ben BWenteo) = { 0 ng 53 < ng
@)
0, I(z,y) > F
If Fpp > Bpi, BWgp(z,y) = { 1 ng 3 - Fii
®)

All the threshold parameters explained in this section are
derived from the image data and the method is thus com-
pletely free from user-defined parameters.

4 Experiments

The test images used in this work are acquired from a
Sony digital still camera at a resolution of 1280 x 960.
The images are taken from both physical documents such
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Figure 5. Comparison of some popular local binarization methods for (a) a document image with mul-
tiple text colors and sizes (b) Niblack’s Method (c) Sauvola’s Method and (d) Wolf’'s Method with the
(e) Proposed method. While the proposed method is able to handle characters of any size and color,
all other methods fail to binarize properly the components larger than the size of the window (25 x
25 used here) and require a priori knowledge of the polarity of foreground-background intensities as

well

as book covers, newspapers etc and non-paper document
images like text on 3-D real world objects. The connected
component analysis performed on the edge map captures
all the text characters irrespective of the polarity of their
foreground and background intensities. We have used the
thresholds 0.2 and 0.3 for the hysteresis thresholding step
of Canny edge detection. The variance of the associated
Gaussian function is taken to be 1. The constraints on the
edge components effectively removes the obvious non-text
elements while retaining all the text-like components. From
each valid edge component, the foreground and background
intensities are automatically computed and each of them is
binarized individually.

Fig. 5 compares the results of our method with some
popular local binarization techniques, namely, Niblack’s
method, Sauvola’s method and Wolf’s method on a docu-
ment image having multi-colored text and large variations
in sizes with the smallest and the largest components being
7x5 to 291 x 174 respectively. Clearly, these local binariza-
tion methods fail when the size of the window is smaller
than stroke width. A large character is broken up into sev-
eral components and undesirable voids occur within thick
characters. It requires a priori knowledge of the polarity
of foreground-background intensities as well. On the other
hand, our method can deal with characters of any size and
color as it only uses edge connectedness.

The binarization logic developed here is tested on doc-
uments having foreground text with different background
shades. Though these kinds of images are quite commonly
encountered, none of the existing binarization techniques
can deal with such images. The generality of the algorithm
is tested on more than 50 complex color document images
and is found to have a high adaptivity and performance.
Some results of binarization using our method are shown
in Fig. 6 adjacent to its respective input images. The al-

gorithm deals only with the textual information and it does
not threshold the edge components that were already filtered
out. In the resulting binary images, as desired, all the text
regions are output as black while the background as white,
irrespective of their colors in the input images.

5 Conclusions and Future Work

We have developed a novel technique for binarization of
text from digital camera images. It has a good adaptability
without the need for manual tuning and can be applied to
a broad domain of target document types and environment.
It simultaneously handles the ambiguity of polarity of the
foreground-background shades and the algorithm’s depen-
dency on the parameters. The edge-box analysis captures all
the characters, irrespective of their sizes thereby enabling
us to perform local binarization without the need to spec-
ify any window. The use of edge-box has enabled us to
automatically compute the foreground and the background
intensities reliably and hence the required threshold for bi-
narization. The proposed method retains the useful textual
information more accurately and thus, has a wider range of
applications compared to other conventional methods.

The edge detection method is good in finding the char-
acter boundaries irrespective of the foreground-background
polarity. However, if the background is textured, the edge
components may not be detected correctly due to edges
from the background and our edge-box filtering strategy
fails. This has been observed for the image shown in Fig.
7. Overcoming these challenges is considered as a future
extension to this work. The method is able to capture all the
text while at the same time, filter out most of the compo-
nents due to the background. The method can be extended
to incorporate text localization as well.
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Figure 6. Some examples of binarization results obtained using the proposed method. Based on the
estimated foreground and background intensities, each binarized component is suitably inverted so
that all the text are represented in black and the background in white



Figure 7. An example image for which the
proposed algorithm fail to binarize properly
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Abstract

We present a near realtime text tracking system capable
of detecting and tracking text on outdoor shop signs or in-
door notices, at rates of up to 15 frames per second (for
generous 640 x 480 images), depending on scene complex-
ity. The method is based on extracting text regions using a
novel tree-based connected component filtering approach,
combined with the Eigen-Transform texture descriptor. The
method can efficiently handle dark and light text on light
and dark backgrounds. Particle filter tracking is then used
to follow the text, including SIFT matching to maintain re-
gion identity in the face of multiple regions of interest, fast
displacements, and erratic motions.

1. Introduction

Tracking text is an important step towards the identifica-
tion and recognition of text for outdoor and indoor wearable
or handheld camera applications. In such scenarios, as the
text is tracked, it can be sent to OCR or to a text-to-speech
engine for recognition and transition into digital form. This
is beneficial in many application areas, such as an aid to the
visually impaired or for language translation for tourists.
Furthermore, the ability to automatically detect and track
text in realtime is of use in localisation and mapping for
human and robot navigation and guidance.

A review [9] and some collections of recent works [2, 1]
in camera-based document analysis and recognition, high-
light substantial progress in both single image and multi-
frame based text analysis. Overall, there have been rela-
tively few works on general text tracking. Multiframe text
analysis has been mainly concerned with improving the text
in a super-resolution sense [12] or for continuous recogni-
tion of text within a stationary scene e.g. on whiteboards or
in slideshows [18, 20].

A directly related work in the area of general scene text
tracking is by Myers and Burns [13] which successfully

10

Majid Mirmehdi
Department of Computer Science
University of Bristol
Bristol BS8 1UB, England
majid@cs.bris.ac.uk

tracks scene text undergoing scale changes and 3D motion.
However, this work applies to tracking in batch form and is
not a realtime solution. Also in [13], the text detection is
done by hand, manually indicating a starting bounding box
for the tracking system to follow. Another work of inter-
est is Li et al.[8] in which a translational motion tracking
model was presented for caption text, based on correlation
of image blocks and contour based stabilisation to refine the
matched position. Less directly related, in [16], seven sim-
ple specific text strings were looked for by a roving camera
from a collection of 55 images in an application to read door
signs.

The focus of this paper is on the development of a re-
silient text tracking framework, using a handheld or wear-
able camera, as a precursor for our future work on text
recognition. The only assumption we make is that we are
looking for larger text sizes on shop and street signs, or in-
door office boards or desktop documents, or other similar
surfaces. Our proposed method is composed of two main
stages: candidate text region detection and text region track-
ing. In the first stage, regions of text are located using a
connected components approach combined with a texture
measure step [17] which to the best of our knowledge has
never been applied to text detection; this provides candi-
date regions or components which are then grouped to form
possible words. The method is highly accurate but not in-
fallible to noise, however, noisy or non-text candidate re-
gions are not detected as persistently as true text regions,
and can be rejected forthright during the tracking step. In
the second stage, particle filtering is applied to track the text
frame by frame. Each hypothesised system state is repre-
sented by a particle. The particles are weighted to represent
the degree of belief on the particle representing the actual
state. This non-linear filtering approach allows very robust
tracking in the face of camera instability and even vigorous
shakes. SIFT matching is used to identify regions from one
frame to the next. We describe the details of this framework
in the next few sections.



2. Background

It should be noted that there is a significant body of work
on detecting (graphical) text that has been superimposed in
images and videos, as well as in tracking such text. Exam-
ple works are [10, 8]. In this work we concentrate solely on
text embedded in natural scenes.

Segmentation of text regions involves the detection of
text and then its extraction given the viewpoint. For exam-
ple, almost each one of the works published in [2, 1] present
one method or another for text segmentation, usually from a
fronto-parallel point of view. Example past works consider-
ing other viewpoints and recovering the projective views of
the text are [4, 14, 13]. Although in this work we engage in
both segmenting and tracking text involving varying view-
points, actual fronto-parallel recovery is not attempted. This
is a natural step possible from the tracking motion informa-
tion available and will be a key focus of our future work.

An issue of note is the problem of scale. Myers and
Burns [13] dealt with this by computing homographies of
planar regions that contain text, and when computationally
tractable, this could be useful for any (realtime) text track-
ing application. Here, we are detecting text dynamically,
hence at some smaller scales our detector will simply not
find it, until upon approach it becomes large enough.

3. Methodology

The text tracking framework proposed here is based
around the principle of a fracker representing a fext entity
- a word or group of words that appear together in an im-
age as a salient feature, where each word comprises two or
more components or regions. Trackers are dynamically cre-
ated when a new text entity is detected; they follow the text
frame to frame, and they get removed when the text cannot
be detected anymore. Partial occlusion is dealt with, and
in cases of full occlusion, a new tracker starts once the text
is back in view. Our text tracking framework involves text
segmentation, text region grouping, and tracking, including
dynamic creation and removal of trackers.

3.1. Text segmentation

The text segmentation stage uses a combination of a con-
nected components (CC) approach and a region filtering
stage, with the latter involving the novel application to text
analysis of a zexture measure. The resulting component re-
gions are then grouped into text entities.

3.1.1 Connected component labelling Following CC la-
belling in [7], Leo6n et al employed a tree pruning approach
to detect text regions. They thresholded the image at every
grey level, and built a Max-tree representation where each
node stored the CC of the corresponding threshold level.
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Figure 1. A synthetic sample image and its
corresponding tree of connected regions.

The leaves of the tree represented the zones whose grey lev-
els were the highest in the image. For detection of dark text
over bright backgrounds, they built a different tree, a Min-
tree, where the leaves represented the zones with the lowest
grey levels in the image. This two pass treatment of bright
text and dark text is very common in text detection algo-
rithms.

We improve on the tree region labelling method in [7]
by introducing a simple representation that allows efficient,
one pass detection of bright text (white over black) and dark
text (black over white) in the same tree. Initially, simple lo-
cal adaptive thresholding is applied to the source frame. We
empirically fixed the local threshold window size to 17 x 17
throughout all our experiments. The threshold was the mean
grey level value of the window itself. Connected component
region labelling is then performed on the thresholded im-
age. This labelling builds a tree of connected regions, with
the outermost region the root of the tree and the innermost
regions the leaves. We allow the regions to toggle their label
value from black to white as we go down each level of the
tree. The tree represents the nesting relationship between
these regions. Each node of the tree keeps only the confour
around the border of the regions (see Figure 1).

Once the tree is built, it is walked depth-first with the
objective to filter out the regions that are not text. Each
node of the tree is classified as text or non-text during the
walk using region filtering as described later below.

Usually, on real-world images with scene text, structural
elements (such as sign borders, posters frames, etc.) can
exhibit characteristics of text, such as high contrast against
their backgrounds or strong texture response. These ele-
ments can be easily discarded (as long as they are not at a
leaf) using the nesting relationship present in the proposed
tree. When a node has children already classified as text,



Figure 2. Parent nodes are discarded when
children are classified as text.

it is discarded as non-text, despite the text classifying func-
tions may having marked it as text. This discards most of
the non-text structural elements of the text (Figure 2).

3.1.2 Region filtering To classify text regions we apply
three tests in cascade, meaning that if a test discards a re-
gion as non-text, no more tests are applied to it. This is
in a similar fashion to Zhu ef al. [21] who used 12 classi-
fiers. In our case, the fewer tests are important for real time
processing, and coarse, but computationally more efficient
tests are applied first, quickly discarding obvious non-text
regions, and slower, more discriminative tests are applied
last, where the number of remaining regions is fewer. The
test we apply are on size, border energy, and an eigenvector
based fexture measure.

Size - Regions too big or too small are discarded. The
thresholds here are set to the very extreme. Very small re-
gions are discarded to avoid noise. This may still drop char-
acters, but they probably would be otherwise impossible to
recognise by OCR and as the user gets closer, they are more
likely to be picked up anyway. Large regions are discarded
because it is unlikely that a single character occupies very
large areas (over half the size) of the image.

Border energy - A Sobel edge operator is applied to all
the points along the contour of each component region
and the mean value is obtained:

S (G + G2

B,
P,

(1

where P, denotes the number of border pixels in region r,
and G, and G, represent the Sobel gradient magnitudes.
This is referred to as the border energy and provides a
measurement of region to background contrast. Regions
with border energy value below a very conservatively fixed
threshold are discarded. This removes regions that usually
appear in less textured and more homogeneous regions.
Jiang et al [6] used a three level Niblack threshold [19]
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Figure 3. Original image and its Eigen-
Transform response.

in their text detection technique with good results. This in-
troduces the local pixel values variance into the threshold
calculation. However, this involves computing the standard
deviation of local pixel values and we have found that do-
ing a simpler adaptive threshold and afterwards discarding
the noisy regions is faster. Also, the proposed tree walking
algorithm transparently manages bright-text and dark-text
occurrences on the same image without the need to apply a
three level threshold image.

Texture measure - For this final decision-making step we
apply a texture filter whose response at positions within the
region pixels and their neighbourhoods is of interest.

We have previously combined several texture measures
to determine candidate text regions, see [3]. These were
mainly tuned for small scale groupings of text in the form of
paragraphs. Although quite robust, the need for faster pro-
cessing precludes their combined use. Here, we introduce
the use of the Eigen-Transform texture operator [17] for use
in text detection. It is a descriptor which gives an indication
of surface roughness. For a square w X w matrix represent-
ing a pixel and its neighbouring grey values, the eigenval-
ues of this matrix are computed: | A1|| > |[A2]] = ... | A ]l-
The largest | eigenvalues are discarded since they encode
the lower frequency information of the texture. Then, the
Eigen-Transform of the central pixel is the mean value of
the w — [ + 1 smaller magnitude eigenvalues:

1 w
Il w) = Py ; ([ Akl (2)

The Eigen-Transform has a very good response to tex-
ture which exhibit high frequency changes, and we found
in our experiments that it responds to text very well for this
reason, see a simple example in Figure 3 where both the text
and the background texture are picked up well. It can, how-
ever, be a fairly slow operator, but fortunately we need only
apply it to the component region pixels. Indeed, we com-
pute the Eigen-Transform only on some regularly sampled
points inside the bounding box of each region of interest. A
key factor in (2) is the size of w. This is determined auto-
matically by setting it dynamically according to the height
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Figure 4. Steps of the text segmentation and
grouping. (a) Original image, (b) Adaptive
threshold, (c)—(e) result after filtering by size,
border energy and Eigen-transform measure,
(f) perceptual grouping.

of the region under consideration. Then [ is set to be a frac-
tion of w.

The result of the text segmentation stage is a set of can-

didate regions with a high likelihood of being text. For each
region, the centre position of its bounding box is stored as a
component c; into the observation function y}, of the parti-
cle filter (see section 3.2). As a result of the CC region tree
design, and taking into account only the contour and not
the contents, both inverted text (light on dark) and normal
text (dark on light) are detected in the same depth-first pass.
Figure 4 shows an example result highlighting each of the
text segmentation and grouping steps.
3.1.3 Perceptual text grouping - The text grouping stage
takes the regions produced by the text segmentation step
and makes compact groups of perceptually close or salient
regions. We follow the work by Pilu [14] on perceptual or-
ganization of text lines for deskewing. Briefly, Pilu defines
two scale-invariant saliency measures between two candi-
date text regions A and B: Relative Minimum Distance \
and Blob Dimension Ratio :

Dmin

Arnm + Amax
Amin + Bmin

3
Brnln + Bmax ( )

AMA,B) = ~v(A, B) =
where D i, 1s the minimum distance between the two re-
gions, and Apin, Bmin, Amax and B ax are respectively the

minimum and maximum axes of the regions A and B. Pilu’s
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text saliency operator between two text regions is then:

P(A,B)=N(\(4,B),1,2)- N(v(A,B),0,4) (4
where N (x, 1, 0) is a Gaussian distribution with mean y
and standard deviation o whose parameters were deter-
mined experimentally in [14]. To reduce the complexity of
comparing all the regions against each other, we construct a
planar graph using Delaunay triangulation, with the region
centres as vertices. The saliency operator is then applied
to each edge of this graph, keeping only the salient ones
and removing the rest. This edge pruning on the graph ef-
fectively divides the original graph into a set of connected
subgraphs. Each subgraph with more than two vertices is
considered a text group. This additional filtering step re-

moves a number of isolated regions (see Figure 4(f)).
3.2. Text tracking

Particle filtering, also known as the Sequential Monte
Carlo Method, is a non-linear filtering technique that re-
cursively estimates a system’s state based on the available
observation. In an optimal Bayesian context, this means
estimating the likelihood of a system’s state given the ob-
servation p(Xy|yx), where x;, is the system’s state at frame
kand y, = {ci,...,cx} is the observation function.

Each hypothesised new system state at frame & is rep-

resented by a particle resulting in {xk ,xff), . ,xffN)},

where NN is the number of particles. Each particle xffn)

has an associated weight {(xg), w,il)), . (xéN) w,iN))}
(n)

where >0, wk = 1. Given the particle hypothesis x;,"’,
the weights are proportional to the likelihood of the obser-
vation, p(yk|x§€”)). For a detailed explanation of particle
filter algorithms and applications, see e.g. [5].

Particle filtering is the ideal method given the instabil-

ity of the handheld or wearable camera in our application
domain. We build on the particle tracking framework de-
veloped in [15] for simultaneous localisation and mapping
(SLAM). Here we want to independently track multiple in-
stances of text in the image, with a simple state represen-
tation. Thus, each text entity is assigned a particle filter,
i.e. a tracker, responsible of keeping its state. The main
components to now deal with in a particle filter implemen-
tation are the state representation, the dynamics model and
the observation model.
3.2.1 State representation - The tracker represents the
evolution over time of a text entity. It has a state that tries
to model the apparent possible changes that the text entity
may experience in the image context. The model has to be
rich enough to approximate the possible transformations of
the text but at the same time simple enough to be possible
to estimate it in real time.



The state of a tracker at frame % is represented by a
2D translation and rotation: xj, = (tg,t,,a). We found
this simple state model provides sufficient accuracy given
the degree of movement within consecutive frames, but
is also important in computational savings towards a real-
time model'. This state defines a relative coordinate space,
where the x-axis is rotated by an angle o with respect to the
image, and its origin is at (¢,,¢,) in image coordinates.

Let’s say a text entity contains M components. Its
tracker preserves a list of M features Z = {z1,...,zp}
where each feature z; is a 2D position lying in the tracker’s
relative coordinate space. Each feature represents a text
component being tracked, and it is fixed during tracker ini-
tialization. We define the transformation function ¥(z;, x,)
as the coordinate transform (translation and rotation) of a
feature position from the state’s coordinate space to image
coordinates. This is used during weighting. Additionally,
each feature is associated with a set of SIFT descriptors
[11] computed only once during the tracker initialization.
They give the ability to differentiate between candidate text
components, providing a degree of multiscale and rotation
invariance to the feature matching as well as resilience to
noise and change in lighting conditions?.

Figure 5 shows the current state representation xj; of
a tracker at frame k which has M = 4 features Z
{21,%2,23,24}. For ease of exposition, all the features
are visualised to lie along the x-axis of the tracker’s co-
ordinate space. Further, the figure shows another particle

x,(fl) representing an alternative state hypothesis. The four
features z; € Z are mapped to the particle’s relative coor-
dinate space to show the same set of features from a dif-
ferent reference frame. The observation function yj, with
v = {c1,ca,c3, cq} representing the center points of the
candidate text components is also shown.
3.2.2 Dynamics model - The dynamics model defines the
likelihood of a system state transition between time steps
as p(xx|xg—1). It is composed of a deterministic part -
a prediction of how the system will evolve in time, and a
stochastic part - the random sampling of the particles around
the predicted position. Examples of prediction schemes are
constant position, constant velocity and constant acceler-
ation. Examples of stochastic functions are uniform and
Gaussian random walks around an uncertainty window of
the predicted position.

The selection of an appropriate dynamics model is cru-
cial for a tracking system to be able to survive unpredictable
movements, such as those caused by wearable or hand-

"However, we intend to investigate more complex motion models in
future while ensuring the realtime aspects of the work are not compromised

2Note to Reviewers: We have found the SIFT matching to grossly slow
our system down. By the time of this Workshop we will have implemented
and hope to report faster invariant feature matching using e.g. the Hessian
Affine or MSER which will additionally give a greater degree of affine
invariancy
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Figure 5. State model of one mracker, x;, =
(tz,ty,a), with 4 tracked features Z
{z1,22,23,24}. A particle, x,(cl), shows a differ-
ent state hypothesis.

held camera movements. Pupilli [15] concluded that for
such scenarios a constant position prediction model with
a uniform or Gaussian random walk would provide better
results, due to the unpredictable nature of erratic move-
ments. Here, we follow this advice to use a constant po-
sition model with random Gaussian walk around the last
state, i.e. p(Xk|Xx—1) = N(Xg—1,%). The covariance ma-
trix ¥ defines the particle spread which is empirically set
to a generous size, and automatically reduced via an an-
nealling process as in [15].

3.2.3 Observation model - Given a particle state hypothe-
sis, the observation model defines the likelihood of the ob-
servation, p(yx |x§€")). The weight of each particle is calcu-
lated based on the comparison from projected features’ po-
sitions and actual text components found in the image. An
inlier/outlier likelihood proposed by Pupilli [15] is used.

For each tracked feature z; € Z, a set of candidate com-
ponents yx; C yi {(21,¥x1), (22,¥#2),- - -, (201, Yinr)}
is computed, based on their matching to the SIFT descrip-
tors previously stored for each feature. This reduces the
search space of the particles and gives robustness to the
tracking process.

The weight of a particle is proportional to the number of
observed candidate components inside a circular region of
radius € around each tracked feature. First an inlier thresh-
old function 7(a, b) is defined:

[ 1 ifd(a,b)<e
7(a,b) = { 0 otherwise

where d(a, b) is the distance between two points. Then, the
likelihood is:

)

p(yk|xl(cn)) X €exp Z Z T(W(Zi’xl(cn))’cj)

z;€Z C;EYki

(6)



where ¥(z;, x,(cn)) is the transformation function defined in

subsection 3.2.1. Figure 6 shows the weighting process of
one feature z, for two different hypothesis, X;cl) and xg).
The latter is nearer to the actual state of the system and
gets a greater weight. Note that for illustration purposes
we are considering here that the candidate group compo-
nents for feature zo is all the observation: yro = y&

{Ch 02,C37C4}-

“~._inlier count = 2
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Figure 6. Inlier count of feature z, for two dif-

ferent particles x,(cl) and x,(f).

3.2.4 Bounding box computation - Bounding box compu-
tation is crucial towards next possible stages such as extrac-
tion, recognition or superresolution. Thus, it is important
that it is as stable and tight as possible. Once a posterior
state is established by the particle filter, each feature z; € Z
is assigned a Most Likely Estimate (MLE), that is the text
component c; € yj, that most likely matches it. In Figure
5, the MLE of each feature is marked with an arrow. Not all
tracked features will have a MLE each frame, as sometimes
they are not found due to blur, clutter or occlusion.

After perceptual text grouping, each observed text com-
ponent belongs to a group, and thus the MLE of each tracker
feature also belongs to a group. The Most Likely Group
(MLG) of a feature is the group to which this feature’s MLE
belongs to. Given this, the tracker’s bounding box is then
obtained by joining the bounding boxes of its MLGs.

3.2.5 Tracker creation and removal - Trackers are dynam-
ically created when new text is detected, and removed when
their associated text entity can no longer be found. After
the grouping stage, any text group detected is a potential
text entity to be tracked. But some of these groups may
belong to text entities already being tracked. The tracking
stage identifies the tracked components in the image via the
MLE and MLG mechanisms. After the tracking cycle, any
unidentified remaining groups are passed to a new tracker.
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Newly created trackers must continuously track their text
for a number of frames to be considered stable. Trackers
that fail to comply with this are promptly removed. The
tracker removal mechanism is very simple. After a consec-
utive number of frames without a match, the track is con-
sidered lost and removed. Should the same text entity then
reappear, it will be assigned a new tracker.

4. Results

The system was tested on a variety of typical outdoor and
indoor scenarios, e.g. a hand-held camera while passing
shops or approaching notices, posters, billboards etc. We
present here the results from four typical scenarios. The
full video sequences along with other results, including a
sequence from [13], are also available online?.

The results shown are: Figure 7: ‘BORDERS’ - walk-
ing in a busy street with several shop signs overhead, Fig-
ure 8: ‘UOB’ - walking past a signboard including an
occlusion in a highly textured scene background, Figure
9‘ST. MICHAEL’S HOSPITAL’ - a traffic sign with both
bright and dark text, complex background and significant
perspective change, and Figure 10: ‘LORRY’ - with text
also undergoing viewpoint changes. All sequences were at
640 x 480 resolution recorded at 15 fps with a consumer
grade photo/video camera (Nikon Coolpix P2).

Table 1 shows the performance of the algorithm for the
different sample scenes on an Intel Pentium IV 3.2Ghz pro-
cessor. The results show the performance of the text seg-
mentation and grouping subsystem alone, and the whole
tracking process. Text segmentation is very fast. When
measured off-line, the system was able to compute the re-
sults faster than the actual frame rate of the sequences. With
the tracking, the performance of the system is close to 10
fps on average, depending on the complexity of the scene,
making it promisingly close to realtime. For a simple scene
with little background and one 5-character word, the system
could track it effortlessly at 15fps. While the particle filter-
ing framework is relatively fast, the SIFT matching of fea-
tures reduces the performance when the number of candi-
date regions is large, such as in very complex backgrounds,
e.g. in Fig. 8. A greater number of false positives (due
to the vegetation) produced during segmentation put more
stress on the tracking stage, which however rejected these
regions due to the instability and lack of longevity of their
trackers. Notice also in Fig. 8, the tracker survives the oc-
clusion by the lamppost.

4.1. Discussion

The focus of this paper has been on a framework to track
text as robustly and continuously as possible, bearing in

3Please see http://vision.cs._bris.ac.uk/texttrack/
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Table 1. Performance of the algorithm in
mean frames per second.

Text segmentation  Full algorithm
Scene 1 31.9 fps 13.2 fps
Scene 2 21.3 fps 4.9 fps
Scene 3 30.7 fps 9.6 fps
Scene 4 32.0 fps 10.6 fps

mind that momentary loss of a text region is not disastrous
in terms of recognition. Once stable tracking is obtained af-
ter a few frames, the motion information could be used for
fronto-parallel recovery as well as generation of a super-
resolution representation for better OCR, e.g. as in [12]. In
our system, it is more likely that text is missed if it is at
sharp perspective viewpoints, than for a non-text region to
be tracked with significant stability. We had no such non-
text cases, but even if there were, one can assume that OCR
would reject it at the next stage.

Some shortcomings of our work are: (1) the robustness
of our tracker improves further, in terms of dropping a track
only to be picked up again instantly, when we use a more
complex motion model, but this means we move further
away from a realtime goal, (2) SIFT has limited robustness
to viewpoint variations, so big changes of point of view will
make the trackers lose the features, and it is by far the slow-
est part of the system, however we are at the time of writ-
ing experimenting with a new method, (3) Our results can
not be claimed to be fully realtime, however we are near
enough and believe we can achieve it in our future short-
term work, (4) even though our few thresholds are fixed they
naturally can affect the quality of the results; we aim to ad-
dress these by applying learning techniques to automate the
process where necessary.

5. Conclusion

In this paper we have presented a close to realtime tech-
nique to automatically detect and track text in arbitrary nat-
ural scenes. To detect the text regions, a depth-first search
is applied to a tree representation of the image’s connected
components, where each leaf in the tree is examined for
three criteria. Amongst these criteria is the use of the Eigen-
Transform texture measure as an indicator of text. This
stage of the algorithm detects both bright and dark text in
a single traversal of the tree. Following perceptual group-
ing of the regions into text entities, particle filtering is ap-
plied to track them across sequences involving severe mo-
tions and shakes of the camera. We have established a sig-
nificant framework and can start to improve its individual
components in our future work to better our results.
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Abstract

In this paper, we propose improvements of our camera-
based document image retrieval method with Locally Likely
Arrangement Hashing (LLAH). While LLAH has high accu-
racy, efficiency and robustness, it requires a large amount
of memory. It is also required to speed up the retrieval
of LLAH for applications to real-time document image re-
trieval. For these purposes, we introduce the following two
improvements. The first one is reduction of the required
amount of memory by removing less important features for
indexing from the database and simplifying structure of the
database. The second improvement is to reduce explor-
ing alternatives during the retrieval process. From the ex-
perimental results, we have confirmed that the proposed
improvements realize reduction of the required amount of
memory by about 80% and that of processing time by about
60%.

1. Introduction

Document image retrieval is a task of finding document
images relevant to a given query from a database of a large
number of document images. Various types of queries have
been employed in document image retrieval [1]. Camera-
based version of document image retrieval is characterized
by its queries obtained by capturing documents with cam-
eras. It has excellence that it enables linking paper docu-
ments to various services. In other words, paper documents
can be viewed as media for providing services to the user.
For example, the user can access relevant web sites by cap-
turing a paper document when their URLSs are related to the
document images in the database.

We have already proposed a camera-based document im-
age retrieval method based on a hashing technique called
Locally Likely Arrangement Hashing (LLAH). LLAH is
characterized by its accuracy, efficiency and robustness.
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It has been shown that more than 95% accuracy is real-
ized with about 100 ms retrieval time on a 10,000 pages
database[2]. Such accuracy and efficiency are realized by
stable and discriminative features of LLAH. It has also been
confirmed that LLAH is robust to perspective distortion, oc-
clusion and non-linear surface deformation of pages which
are typical problems for camera-captured documents [3, 4].
Features based on geometric invariants defined in local ar-
eas realize robustness to those problems.

In exchange for the accuracy and the robustness, LLAH
requires a large amount of memory. For example, in or-
der to realize accurate retrieval on a 10,000 pages database,
2.6GB memory is needed. Such heavy consumption of
memory limits the scalability of LLAH. For the retrieval
0f 100,000 pages, for instance, the memory space is beyond
what can be easily prepared. In addition, since real-time
document image processing using cameras has significant
usability [5], an application of LLAH to real-time document
image retrieval is desired. In order for LLAH to be used in
a real-time processing, further speeding up of its retrieval
process is necessary.

In this paper, we propose some improvements of LLAH
that solve the above problems. The basic idea of the im-
provement for the memory consumption is to remove un-
reliable features for indexing and simplify the structure of
the database. As for the speeding up of processing, we in-
troduce a feature-based method of reducing the number of
combinations that need to be explored during the retrieval.
From the experimental results using 10,000 document im-
ages, we have confirmed that the required amount of mem-
ory and the processing time are 1/5 and 2/5 of the original,
respectively. We also show that the improved version of
LLAH scales quite well: the memory consumption and the
processing time is almost constant up to the database of size
10,000 images.
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Figure 1. Overview of processing.

2. Document image retrieval with original
LLAH

We first explain the original LLAH and the retrieval pro-
cess with it.

2.1. Overview of processing

Figure 1 shows the overview of processing. At the step of
feature point extraction, a document image is transformed
into a set of feature points. Then the feature points are in-
putted into the storage step or the retrieval step. These steps

share the step of calculation of features. In the storage step,
every feature point in the image is stored independently into
the document image database using its feature. In other
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(a) Input image.

(b) Binarized image.

Figure 2. Feature point extraction.
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words, a document image is indexed by using each feature
point. In the retrieval step, the document image database

is accessed with features to retrieve images by voting. We
explain each step in the following.

2.2. Feature point extraction

An important requirement of feature point extraction is
that feature points should be obtained identically even under
perspective distortion, noise, and low resolution. To satisfy
this requirement, we employ centroids of word regions as
feature points.
The processing is as follows. First, the input image
(Fig. 2(a)) is adaptively thresholded into the binary im-
age (Fig. 2(b)). Next, the binary image is blurred using

the Gaussian filter. Then, the blurred image is adaptively
thresholded again (Fig. 2(c)). Finally, centroids of word re-

(¢) Connected components.

gions (Fig. 2(d)) are extracted as feature points.

2.3. Calculation of features

The feature is a value which represents a feature point of
a document image. In order to realize successful retrieval,
the feature should satisfy the following two requirements.
One is that the same feature should be obtained from the
same feature point even under various distortions. If differ-
ent features are obtained from the same feature point at stor-
age and retrieval processes, the corresponding document
image cannot be retrieved. We call this requirement “stabil-
ity of the feature”. The other requirement is that different
features should be obtained from different feature points. If
the same feature is obtained from different feature points,
not only the corresponding document image but also other
document images are retrieved. We call this requirement
“discrimination power of the feature”. Both two require-
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Figure 3. Eight nearest points of p in two im-
ages captured from different viewpoints. A
circled number indicates its order of distance
from p. Different points shown as black cir-
cles come up due to perspective distortion.

ments, the stability and the discrimination power, have to
be satisfied for successful retrieval.
(1) Stability

In the cases of occlusion, the whole image of a docu-
ment is not captured. In order to realize stability against
occlusion, a feature has to be calculated from a part of doc-
ument image. In LLAH, each feature point has its feature
calculated from an arrangement of its neighboring points.
Since features are calculated in a local part of a document
image, the same feature can be obtained as long as the same
part is captured.

Camera-captured images generally suffer from perspec-
tive distortion. In order to calculate features stable against
perspective distortion, a geometric invariant is used. For
this purpose, one may think the cross-ratio which is invari-
ant to perspective transformation is appropriate. However,
it is confirmed that an affine invariant gives higher accu-
racy than the cross-ratio [2]. This is because perspective
transformation in a local area can be approximated as affine
transformation and the affine invariant is more robust to
change of feature points than the cross-ratio.

In this paper we utilize an affine invariant defined using
four coplanar points ABCD as follows:

P(A,C, D)

P(A.B,0) M

where P(A,B,C) is the area of a triangle with apexes A, B,

and C.

The simplest definition of the feature of a feature point
p is to use 4 nearest feature points from p. However, near-
est feature points can change by the effect of perspective
distortion as shown in Fig. 3. Hence the invariant from 4
nearest points is not stable. In order to solve this problem,
we utilize feature points in a broader local area. In Fig. 3,
it is shown that 6 points out of 7 nearest points are com-
mon. In general, we assume that common m points exist in
n nearest neighbors under some extent of perspective distor-
tion. Based on this assumption, we use common m points
to calculate a stable feature. As shown in Fig. 4, common m
points are obtained by examining all possible combinations
Pr0ys Py, Pm(, c,,—1) of m points from n nearest
points. As long as the assumption holds, at least one com-
bination of m points is common. Thus a stable feature can
be obtained.
(2) Discrimination power

The simplest way of calculating the feature from m
points is to set m = 4 and calculate the affine invariant from
these 4 points. However, such a simple feature lacks the dis-
crimination power because it is often the case that similar
arrangements of 4 points are obtained from different fea-
ture points. In order to increase the discrimination power,
we utilize again feature points of a broader area. It is per-
formed by increasing the number m (> 4). As m increases,
the probability that different feature points have similar ar-
rangement of m points decreases. As shown in Fig. 5,
an arrangement of m points is described as a sequence of
discretized invariants (r(qy,7(1), -, 7(,.c.—1)) calculated
from all possible combinations of 4 feature points taken
from m feature points.

2.4. Storage

Figure 6 shows the algorithm of storage of document im-
ages to the database. In this algorithm, the document ID is
the identification number of a document, and the point ID is
that of a point.

Next, the index Hindex Of the hash table is calculated by

O [ ] [ ] O
©) @) @) ([ ] ([ ] (] o [ ]
® g ®° ° ® °®
@) ( @) (J
©o ®e ®e °e
- P
n nearest points of p Lo B m(,Cp=1)

Figure 4. All possible combinations of m(= 6) points from n(= 7) nearest points are examined.
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Figure 5. The arrangement of m(= 6) points is described as a sequence of invariants calculated from

all possible combinations of 4 points.

1: for each p € {All feature points in a database image} do

2: P, < A set of the n nearest points of p.

3:  for each P, € { All combinations of m points from P, }

do

4: L., < (po,---,pi, -, Pm—1) Where p; is an ordered
point of P, based on the angle from p to p; with an ar-
bitrary selected starting point po.

5: (L4(0), ey L4(i), ey L4(mC4 — 1)) +— A lexico-
graphically ordered list of all possible L4(4) that is a sub-
sequence consisting 4 points from L, .

6: fori =0to.»Cs —1do
7: r¢;y <+ a discretized affine invariant calculated from
L4(3).
8: end for
9: Hi,dex < The hash index calculated by Eq. (2).
10: Store the item (document ID, point ID,
T(0)s" " *sT (s Ca—1)) USINE Hindex.
11:  end for
12: end for
Figure 6. Storage algorithm.
0
« ; Document ID ‘ Point ID ‘ o) ‘ ‘ Tocn }—‘
2
- L-{ Document ID ‘ Point ID ‘ o) ‘ ‘ o ‘
HS\IE
Hash Table List
Figure 7. Configuration of the hash table.
the following hash function:
m0471
Hindex = < Z r(z)k7> mod Hsize (2)
i=0

where 7(;) is a discrete value of the invariant, k is the level
of quantization of the invariant, and H g, is the size of the
hash table.

The item (document ID, point ID, 7 g, - - -, 7(,.c4—1)) 1S
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1: for each p € {All feature points in a query image} do
2: P, < A set of the n nearest points of p.
3:  for each P, € { All combinations of m points from P, }

do

4: for each pp € P,,, do

5: Ly, < (po,---,pi,- -, pm—1) Where p; is an ordered
point of P, based on the angle from p to p; with a
starting point po.

6: (L4(0), BRI L4(i), BRI L4(mC4 — 1)) <+ A lexico-
graphically ordered list of all possible L4(4) that is a
subsequence consisting 4 points from L, .

7: fori=0t0.,Cs—1do

: T(;) < adiscretized affine invariant calculated from

L4(3).

9: end for

10: Hindex < The hash index calculated by Eq. (2).

11: Look up the hash table using Hi,dex and obtain the

list.

12: for each item of the list do

13: if Conditions to prevent erroneous votes [2] are sat-
isfied then

14: Vote for the document ID in the voting table.

15: end if

16: end for

17: end for

18:  end for

19: end for

20: Return the document image with the maximum votes.

Figure 8. Retrieval algorithm.

stored into the hash table as shown in Fig. 7 where chaining
is employed for collision resolution.

2.5. Retrieval

The retrieval algorithm is shown in Fig. 8. In LLAH, re-
trieval results are determined by voting on documents rep-
resented as cells in the voting table.

First, the hash index is calculated at the lines 7 to 10 in
the same way as in the storage step. At the line 11, the list



shown in Fig. 7 is obtained by looking up the hash table.
For each item of the list, a cell of the corresponding docu-
ment ID in the voting table is incremented if it has the same
feature (7 (g, - *7(,,c,—1)). Finally, the document which
obtains the maximum votes is returned as the retrieval re-
sult.

3. Reduction of the required amount of mem-
ory

In this section, we introduce a method of reduction of the
required amount of memory. In LLAH, many features are
calculated in order to realize the stability of features. All
features are stored in the hash table in the form of linked
lists regardless to their importance. We reduce memory con-
sumption by removing less important features and changing
data structure of the database.

Let us show an example. In the following condition,

o n="7m=6, Hy,e = 1.28 x 108

e The number of document images in the database is
10,000

e Average number of feature points in a document image
is 630

e Document ID, point ID and r ;) are stored in 2 bytes,
2bytes and 1byte variables respectively

e A pointer variable requires 8 bytes

the hash table requires 1.28 x 108 x 8 = 1.0GB and linked
lists require 10, 000X 630x 7% (2+2+1x15+8) = 1.2GB.
Therefore the total required amount of memory is 2.2GB.
Features which cause collisions in the hash table are less
important because such features are shared by other points
and thus likely to lack discrimination power. They also in-
crease the processing time of retrieval since they frequently
come up and increase the number of votes. From an exper-
imental result, it is confirmed that the number of hash table
entries with collisions is 28% of the number of hash table
entries with at least one item. Since the number of entries
with collisions is minor, removing features with collisions
will not cause fatal effect on accuracy of retrieval. Thus we
have decided to remove linked lists with collisions.
Removal of features with collisions enables further re-
duction of memory consumption since it allows to simplify
the data structure of the hash table. Features (invariants
T(i)) are stored in order to find the appropriate item from the
linked list in the case of collisions. Because we have elimi-
nated all collisions, we can also remove the records of fea-
tures. Moreover document IDs and point IDs are not needed
to be stored in the form of linked list because only one item
is stored at an index of the hash table. Therefore we adopt a
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Figure 9. Configuration of the simplified hash
table.

simple hash table as shown in Fig. 9 as the structure of the
database. Changing the data structure into a simple hash ta-
ble enables further reduction of the memory consumption.
For example, the required amount of memory is 512MB un-
der the condition of the above example (H i, = 1.28 x 108,
a document ID and a point ID are stored in 2 bytes vari-
ables). Therefore 77% reduction of the required amount of
memory can be realized.

Another way to reduce the required amount of memory
is to reduce the size of the hash table H;,.. However, Hy;,e
significantly affects performance of retrieval. Especially for
the simplified hash table, the size of the hash table is fatal.
If the hash table has an insufficient number of index space
to store items, many entries will be invalidated due to colli-
sions.

4. Speeding up retrieval

We also introduce an improvement of the storage and the
retrieval algorithm to speed up the retrieval process.

In the retrieval algorithm shown in Fig. 8, all points of
P,, is used as a starting point pg to examine all cyclic per-
mutations of L,, at the lines 4 and 5. This is because L,
of the retrieval algorithm does not necessarily match L ,,, of
the storage algorithm due to rotations of camera-captured
images.

However, the examination of all cyclic permutations can
be omitted if the same pg is always selected both at the stor-
age and the retrieval processes. We have introduced a se-
lection rule of the starting point to the storage and retrieval
algorithm.

The selection rule is shown in Fig. 10. For each point ¢
of m points, an affine invariant s ;) is calculated by com-
bining it with the following three points. If s(;) has the
maximum value in (s ) - - S(m—1)), the point j is selected
as the starting point. In the example of Fig. 10, point
1 is the starting point. If there are two or more equiva-
lent maximum values, the succeeding value s ((i41)modm)
is used to select one of them. For example, if s(;) = 5
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Figure 10. The point which gives maximum s ;) is selected as the starting point.

Figure 11. in the

database.

Examples of images

and both are the maximum, then the value of s ((i41)modm)
and $((j+1)modm) are compared. If s((i41)modm) 18 larger,
the point ¢ is selected as the starting point. In the case
that S((i+1)modm) = S((j+1)modm) the succeeding values
8((i42)modm) and 8((j12)modm) are likewise examined.

5. Experimental results

In order to examine effectiveness of improvements in-
troduced in this paper, we investigated performances of the
original and improved versions of LLAH. To clarify the ef-
fect of memory reduction stated in Sect. 3. and that of
speeding up stated in Sect. 4., we measured the required
amount of memory, processing time and accuracy of three
versions of LLAH: the first one is the original LLAH, the
second one is the memory reduced, and the third one is the
memory reduced and speeded up version. The third version
is the proposed method in this paper.

Document images stored in the database were images
converted with 200 dpi from PDF files of single- and
double-column English papers collected mainly from CD-
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Figure 12. Examples of query images.

ROM proceedings. Examples of images in the database are
shown in Fig. 11. Query images were captured using a digi-
tal camera with 6.3 million pixels. As shown in Fig. 12, they
were captured from a skew angle (about 45 degree). Since
the angle with which query images are captured (45 degree)
is different from that of the images in the database (90 de-
gree), experiments performed with these query images and
the database would demonstrate robustness of the proposed
method to perspective distortion. Note that the query im-
ages suffer from severer distortion than those of [2]. Experi-
ments were performed on a workstation with AMD Opteron
2.8GHz CPUs and 16GB memory. Parameters' were set to
n="7m=6,k = 15. Hg,, was set to 1.28 x 108.

5.1. Required amount of memory

Figure 13 shows the amount of required memory of the
three version of LLAH with 100, 1,000 and 10,000 pages
databases. The original version of LLAH required 5 times
larger amount of memory than improved ones. Moreover,

ISome experimental results with different n and m are found in [2].
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ber of stored pages and processing time of
retrieval.

the amount increased with increasing the number of stored
pages. Since the original LLAH adopts the linked list
as the form of the database, more stored pages result in
more amount of memory. On the other hand, in the mem-
ory reduced versions, the required amount of memory was
constant regardless of the number of stored pages. Since
these versions adopt a simple hash table as the form of the
database, required memory is that for a hash table of a fixed
size.

5.2. Processing time of retrieval
Figure 14 shows processing time by each version of

LLAH. The proposed version of LLAH realizes reduction
of the processing time by about 60%. This is because the
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ber of stored pages and accuracy.

number of computed invariants and access to the database
have been reduced by skipping the calculation of all possi-
ble cyclic permutations.

It is also confirmed that processing time of the mem-
ory reduced version was almost constant regardless of the
number of stored pages as contrasted to the original ver-
sion. This is because access to a simple hash table requires
constant computations while access to linked lists requires
computations in proportion to the number of stored items.

5.3. Accuracy

Figure 15 shows accuracy of retrieval of each version
of LLAH. Improved versions demonstrated higher perfor-
mance in terms of accuracy in addition to time and memory
efficiency. In contrast to the original LLAH which showed
less accuracy with a larger number of stored pages, im-
proved versions showed higher accuracy although they also
had a decrease in accuracy with 10,000 stored pages.

Although the improvements proposed in this paper were
not intended to improve accuracy, they realized higher ac-
curacy. We consider the reason is that erroneous votes are
decreased as a result of removal of less important features.
In the improved versions, features which cause collisions
are removed from the database. Since such features tend
to cause erroneous votes, removal of them results in higher
accuracy.

6. Related work

In LLAH, document images are retrieved based on local
arrangements of feature points. Therefore it can be clas-
sified into an image retrieval method using local features.
There have been various types of image retrieval methods



using local features. They can be classified into two types:
one based on complex features such as SIFT and the other
based on simple features such as feature points.

Video Google [6] is one of the image retrieval methods
using complex local features. In Video Google, a codebook
is created by clustering SIFT features extracted from im-
ages prior to retrieval. Retrieval is performed based on vec-
tor quantized SIFT features of query images using the code-
book. In order to realize accurate retrieval, a large codebook
is needed. However use of a large codebook results in long
processing time since nearest neighbor search takes much
time. It is also a problem that calculation of SIFT features
needs much computation.

Geometric Hashing(GH) [7] is well known as an image
retrieval method based only on feature points. In GH, fea-
tures are calculated by combining feature points in order
to realize stability of features. For example, O(N*) com-
putation is required for the retrieval under affine distortion
where N is the number of feature points. Therefore the
number of combinations becomes enormous when images
have many feature points. Since document images have
many feature points, it is prohibitive to apply GH to retrieval
of document images. For more details, see [8].

7. Conclusion

In this paper, we have introduced improvements to the
LLAH. The required amount of memory was decreased by
removal of unnecessary features and simplification of struc-
ture of the hash table. Processing time of retrieval was
shortened by the improvement of the retrieval algorithm.
From the experimental results, we have confirmed reduction
of the required amount of memory by 80% and shortening
of the processing time of retrieval by 60%. It is also con-
firmed that the improvements bring higher accuracy. From
these results, we can conclude the proposed improvements
realize better scalability and extensibility to applications
which require hi-speed retrieval.

Our future tasks include improvements of feature point
extraction process. The feature point extraction process
can become a bottleneck of the whole image retrieval pro-
cess using LLAH since it requires heavy image processing.
Since LLAH currently covers only English document im-
ages, it is also necessary to add other objects in the target of
LLAH.
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Mobile Retriever - Finding Document with a Snapshot
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Abstract

In this paper we describe a camera based document
image retrieval system which is targeted toward camera
phones. Our goal is to enable the device to identify which
of a known set of documents it is “looking at”. This paper
provides two key contributions 1) a local context descriptor
that effectively rules out irrelevant documents using only a
small patch of the document image and 2) a layout verifi-
cation approach that boosts the accuracy of retrieval even
under severe degradation such as warping or crinkling. We
have implemented the mobile retriever client on an iMate
Jamin camera phone and tested it with a document database
of 12742 pages. Experiments show that our verification ap-
proach clearly separates successful retrievals from unsuc-
cessful retrievals.

1. Introduction
1.1. Motivation

The research in this paper is motivated by two facts.
First, the trends toward a paperless office is leading to large
quantities of documents existing in both electronic form
(being born digital or being digitalized) and in hard copy
(newspaper, magazine, etc.). Most of documents have digi-
tal version. Second, the number of camera phone users has
increased tremendously in recent years. According to Gar-
ner’s report[4] 48% of cellular phones had cameras in 2006,
and is projected to increase to 81% by 2010. The cam-
era phone is an ideal platform for content based retrieval
systems [5] since it is easy to carry, it has the computa-
tional power of image processing and is linked to the wire-
less network. In this paper, we provide a way to enable
camera phones (or other camera enabled devices) to serve
as the input device for visually querying a document image
database. More specifically, our document retrieval is based
on a partial snapshot (Fig. 1 (b)) of the page from an uncon-
strained viewing angle (Fig. 1 (a)) , with the goal of finding
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Figure 1. System

the original page (Fig. 1 (c)) in the database. Finding the
page will enable many interesting applications for mobile
access.

1.2. Use Scenario

Researchers often store a large number of digital docu-
ments on their computers. Often he has one printed paper
and hopes to find the original PDF file, the simplest way
is to identify the title of the paper, type it into a local/web
search engine and look for the correct record from the re-
sults. On the desktop or laptop this approach is reasonable
but for mobile devices it is cumbersome. Our approach
simplifies this procedure into one snapshot. The original
electronic document can be retrieved immediately when the
camera phone “sees” the paper, even if the image quality is
not good enough to “read” it.

Publishers will know what their reader reads if the
reader is willing to take a snapshot of the article. The read-
ers can comment, annotate and send feedback immediately.

The visually impaired can listen to the audio version of
the article if its snapshot can be retrieved. The assumption
is that the document is pre-stored in our database and the
audio version is ready or can be synthesized using text to
speech.

Watermarking usually requires special modification to
document texts and can not be stably read by a camera. Our
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approach can be used as a natural watermark for every doc-
ument. It is unique and can be read by a camera phone.

1.3. Related work

Various approaches has been explored for image based
document retrieval. In [6], Hull proposed a series of
distortion-invariant descriptors allowing robust retrieval
against re-formatting, re-imaging and geometric distortion.
In [1], Cullen et al. use texture cues to retrieve documents
from a database. In [8], Tan et al. measure document simi-
larity by matching partial word images. In [7] Kameshiro et
al. describe the use of an outline of the character shape, that
tolerates recognition and segmentation errors for document
image retrieval. Our approach is most closely related to the
system proposed by Nakai and Kise et al. in [9] and [10]. In
their approach, combinations of local invariants are hashed
into a large hash table. Retrieval is accomplished by voting
from this hash table and they are able to obtain an accuracy
of 98% over 10000 documents. However the combinations
of local invariants result in a very large feature vector. Fur-
thermore, the query image must cover a large portion of the
page which is sometimes hard to enforce especially with a
camera phone. Camera phones are usually equipped with
lower-end CMOS cameras; when capturing the whole page,
the resolution might be too low to have the words separated.
In our approach we have loosened the requirements of cap-
turing, requiring only about 1/8 of a page. This makes the
problem harder because the captured image could be from
anywhere of the page, and a stable distribution of features
cannot be expected because a large portion of the page may
be absent.

Since we want our retrieval to be robust against perspec-
tive distortion, occlusion, uneven lighting, and even crin-
kled pages, we cannot use global configurations of fea-
ture points which might be partially missing or changed by
degradations. Like Kise [9], we use local features which we
call the “layout context”. The rest part of this paper is or-
ganized as follows. A brief description of how we process
the camera phone captured image in Section 2 is followed
by a detailed explanation of layout context is contained in
Section 3. After gathering a large number of layout contexts
we cluster them to build a lexicon (Section 4) to index and
re-rank the pages in database. A global layout verification
step is introduced in Section 5, followed by experiments in
Section 6. We discuss the shortcomings and future work in
Section 7.

2. Image Processing

Before feature extraction, we need to separate the fore-
ground contents from the background of the page, i.e. we
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Figure 3. An Example of Layout Context

binarize the image to identify the text. Camera phone im-
ages may be captured from various angles, and under var-
ious lighting conditions. Therefore, a global binarization
will typically not work. We employ Niblack’s[11] adaptive
binarization method and then extract connected components
from the image. A typical binarized image is shown in Fig.
2 and is sufficient for identifying words and components.
Although it will be very difficult, if not impossible, to ex-
tract stable and distinctive features from a single connected
component (word), the relationships between components
speak their own language - a language of contexts. Our
goal is to extract the lexicon of this language,and index and
retrieval documents using this lexicon. The first task is to
define a “word” in this lexicon, i.e. the layout context.

3. Layout Context

We begin with an ideal image with no perspective distor-
tion. In Fig. 3 each rectangle shows a bounding box of a
word. To extract the layout context of a word w in Fig. 3,
suppose we begin at the center of the word and look for the
most visible n neighbors. Fig. 3 shows, for n = 5, using
5 green rectangles. The visibility is defined by the angle
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of the view and the top n can be extracted using an efficient
computational geometry algorithm with complexity linearly
bounded by the total number of nearest m neighbors (it is
safe to choose m = 10n). The top n visible neighbors are
invariant to rotation and the percentage of view angles that
a neighbor word occupies will not be effected by rotation.
We put the coordinate system origin at the center of w with
the X-axis parallel to the baseline of w and define the unit
metric using the width of w. Under this coordinate system,
the coordinates of the n most visible neighbors are invariant
to similarity transformations.

e Translation: the original point always stays at the cen-
ter of word w.

e Rotation: the X-axis always falls along the direction of
the text lines.

e Scale: distortions are normalized by the width of word
w. To use width of w as a stable factor of normaliza-
tion,w must have an aspect ratio greater than a thresh-
old (3 for example). This condition is satisfied by a
large portion of words that have more than 3 charac-
ters.

With n = 5, a layout context is a vector that occupies
5 X 2 x 2 = 20 bytes data (5 context words, 2 corners per
word, 2 bytes per corner). When a document image is cap-
tured using a camera phone, it undergoes perspective trans-
form, but locally can still be approximated by a similarity
transform. For a similarity transform, scale, translation and
rotation have to be normalized. We detect the baseline of
text lines by finding the lower boundary of every connected
component and the locally rotate text lines into the hori-
zontal direction. After this, the scaling normalization is the
same as for a perfect image.

4. Building the lexicon

As stated above, these low resolution documents speak a
language of contexts. To understand this language, we must
first build its lexicon, i.e. the dictionary of “visual words”
[12] . We define the lexicon to be a set of representative
layout contexts extracted from a training set of layout con-
texts. For example, we used 2000 pages randomly selected
from the proceedings of CVPRO04, 05, 06. From these 2000
pages we collect approximately 600 layout contexts from
each page, for a total of 120548 layout contexts. For two
reasons we cannot directly use these 120548 layout con-
texts as the lexicon. First, such a large lexicon will make
the indexing procedure slow since we need to index each
layout context by its nearest neighbors. Second, such a lex-
icon has layout contexts which are very similar; the nearest
neighbor search could result in misclassification. In order to

reduce the dimension, we run a mean-shift clustering on the
layout contexts that results in a lexicon of containing 10042
clusters <10% of the original size.

5. Verification

The layout contexts extracted from the camera captured
image may not be exactly the same as the one stored in the
database for the following reasons:

e The word segmentation can be erroneous because of
uneven lighting or inaccurate binarization, neighbor
words could be touching and long words could be seg-
mented. Segmentation inconsistency also occurs in the
presence of non-text elements such as formulas and
figures.

e On the boarder area of the camera captured image, the
layout context may be different from the layout context
stored in the database because some neighbor words
are missing in the camera captured image.

e The document page might not be as perfectly flat as its
digital version, warping and crinkling might destroy
the planar invariants.

After sorting the documents by the coverage of layout
contexts, therefore, a verification step is required and this
step is our key contribution. To verify point set matches,
RANSACI3] is a classical model based algorithm. But
RANSAC suffers most from non-rigid degradation since it
is based on a model of transform, i.e. for plane-to-plane
matching, this model is a projective transform (or homogra-
phy). The assumption is that, all the inliers of matches must
fit in this model exactly. But when a paper is warped or
crinkled, which is very common, the model collapses since
a homography can no longer be used to map from one point
set to another. To allow a non-rigid transform, a more elas-
tic method such as soft assign[2] might be used. However,
soft assign is an iterative method which could take a long
time to converge.

We propose a triplet based point matching algorithm
which is robust against projective transforms, deformations
and occlusions. Consider three points (A, B,C) on a 2D
planar surface with homogeneous coordinates (X 4, Y4, 1),
(XB,Yp,1)and (X¢, Yo, 1), their orientation is defined as

Xa Yyq 1
Sign(| Xp Yp 1) (D
Xe Yo 1

where
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A c-

B

Figure 4. Possible Triplet Matches

When this surface is bent or viewed from another view
angle, these three points appears as A’, B’ and C’ and we
have

Xa Yy 1 X, v, 1
Sign(| Xg Y 1 |)xSign(| Xz Y, 1])=1
Xe Yo 1 XL YL 1

2

which means the orientation of (A, B, C) is consistent
with (4’, B’,C"). On the contrary, (A, B, C') is inconsis-
tent with (A’, B, C’) when

Xa Yy 1 X, v, 1
Sign(| Xg Y 1 |)xSign(| X5 Y5, 1])=-1
Xo Yo 1 XL YL 1

3)
When a point set S is matched to another point S’, we
define the score of this match as

X4 Ya 1 X, vy 1
> (Sign(| X Yz 1 |)xSign(| X Y, 1
A,B,CcS Xe Yo 1 Xe Y41

4)

An ideal match from a one point set to another n-point
set has a score of (g) when every triplet is consistent with
its match. The worst match score is — (g) (mirrored).

In order to obtain the best match between two sets, a
maximum flow or Hungarian algorithm can be used, but
such an algorithm has a complexity of O(v?), where v is the
number of vertices of the bi-partition graph (often greater
than 600 for a single page). Since we will apply this veri-
fication step to a list of candidate pages, it consumes most
of the runtime and must be efficient. We use a greedy al-
gorithm to find an approximate match instead. Consider the

()

Successful retrieval, highest score = 1538

(b)

Failed to retrieve, highest score = 332

Figure 5. Example matches with point corre-
spondences, m=30

two point sets as a bipartite graph and the value of each
edge is the Euclidian distance between the layout contexts
of its two vertices. We find the edge with the smallest value,
match its two vertices, remove this edge together with its
vertices, and repeat this procedure m times to find m pairs
of point matches. The score of these m matches is between

= () and ().
6. Implementation and Experiment

We have collected the proceedings of CVPR04, 05, 06
and ICCVO05, 12742 pages in total. Table 1 shows the num-
ber of pages from each proceedings. From every page we
extract layout contexts and each layout context is indexed
by its nearest neighbor from the lexicon. Every page is
complied into a bag of indexes with their coordinates. The
coordinates are for the verification step.

When retrieving, the camera captured image is also com-
plied into a bag of indexes with coordinates after rotation
normalization. The pages in the document database are
sorted by their coverage of the bag of query indexes. No-
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tice that we are only interested in the top part of this sorted
list of pages, most of the pages are eliminated immediately.
We verify the top 1000 pages from this sorted list and the
page that gets the highest score is the result of our retrieval.
Fig. 5 shows a successfully retrieval (a) and an unsuccessful
(page not in databse) retrieval (b). From the point-to-point
correspondence we can see that the successful retrieval has
almost all lines “parallel” i.e. they intersect at a vanish point
and has a high score (a), while the unsuccessful matches
point in arbitrary directions and have a low score (b).

Our mobile retriever is implemented on an iMate Jamin
(Windows Mobile 5.0) phone using a camera with 1024 X
1280 resolution. From each captured image we extract 100
layout contexts, each of which takes about 24 bytes together
with its coordinates, and in total approximately 2.4KB is re-
quired per query. For simplification and logging purpose,
in our current implementation we upload the image to the
server and extract features on the server side. In the fu-
ture, the image capturing, processing and feature extraction
(green box in Fig. 1) can all be done on the mobile device
and the communication from device to server will take less
than one second via GPRS/EDGE/CDMA network.

To test the performance of our system, we randomly se-
lect 50 pages from the database and 50 pages that are not in
the database and capture pictures of these pages as queries
for retrieval. Among the first 50 captures, 45 were success-
fully retrieved; among the second 50, as expected, all are
rejected. We show a scatter plot of successful and unsuc-
cessful retrieves in Fig. 6 with their scores and ranks. We
can see a clear gap between successful retrieval and rejec-
tion. Therefore when a page has a score greater than 800,
we have a high confidence that it is a correct retrieval. When
a page has a score less than 400 it must not be a correct re-
trieval. By setting a proper threshold, we can achieve an
100% accurate retrieval. However, a page with high score
may not have a high rank since some of the layout contexts
can be mismatched and this mismatch will only be corrected
during verification step. Fig. 7 shows two successful re-
trievals and two failed retrievals. Our approach is robust
under crinkled and warped degradations. Since it relies on
the layout of words, it fails when there is a small amount
of text present in the captured image. We also approximate
projective transform locally using similarity transform, so it
may fail when perspective distortion is too strong.

7. Conclusion and future work

In this paper we present an end-to-end system that re-
trieves original documents from a camera phone captured
sample. We use a distinctive local “layout context” descrip-
tor to represent features of the document image and we ver-
ify the retrievals using triplets orientation which is robust to
page or imaging distortion. This verification draws a clear
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Figure 6. Score and rank of retrieval, dot:
success, Cross: rejection

Success, score = 782

Fail, score = 228

Fail, score = 356

Figure 7. Successful and unsuccessful re-

trievals

Table 1. Data Collection

CVPRO4 | 3397 pages
CVPROS | 3501 pages
CVPRO6 | 4001 pages
ICCVO05 | 1843 pages
TOTAL 12742 pages




gap between successful and unsuccessful retrievals. A draw
back of this verification is that it has to be applied to every
page candidate and takes most of the runtime. On a Pentium
4, 2GHz CPU, a retrieval might take up to 20 seconds in go-
ing through 200 candidates. In future work, this verification
may be replaced by a hashing of triplets which can accel-
erate speed. Another limitation with our approach and with
most of the existing approaches is that, they are based on
word and therefore targeted for Latin languages. For Asian
languages such as Chinese, Japanese and Korean a new lo-
cal feature descriptor has to be designed but the verification
can still be applied.
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Abstract

Documents captured by a mobile phone camera often
have perspective distortions. In this paper, a fast and robust
method for rectifying such perspective documents is
presented. Previous methods for perspective document
correction are usually based on vanishing point detection.
However, most of these methods are either slow or unstable.
Our proposed method is fast and robust with the following
features: (1) robust detection of text baselines and
character tilt orientations by heuristic rules and statistical
analysis; (2) quick detection of vanishing point candidates
by clustering and voting; and (3) precise and efficient
detection of the final vanishing points using a hybrid
approach, which combines the results from clustering and
projection analysis. Our method is evaluated with more
than 400 images including paper documents, signboards
and posters. The image acceptance rate is more than 98%
with an average speed of about 100ms.

1. Introduction

Recently, camera-based document analysis becomes a
hot research field [6][10]. With widespread usage of the
cheap digital camera built-in the mobile phone
(MobileCam in abbreviation thereafter) in people’s daily
life, the demand for simple, instantaneous capture of
document images emerges. Different from the traditional
scanned image, lots of the MobileCam-based document
images have perspective distortions (see Fig. 6(a)(b)).
Consequently, rectifying MobileCam-based perspective
document images becomes an important issue.

As a general computer vision problem, most perspective
correction methods rely on vanishing point detection. And
these methods involve extracting multiple lines and their
intersections, or using texture and frequency knowledge
[4][11]. In document analysis, there are also various works
on correction of perspective documents captured by general
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digital cameras [2][3][7][8][9][12][13]. Many of these
methods use document boundaries and text lines to vote and
detect vanishing points. And other methods take advantage
of information of text lines and character tilt orientations.

We divided the methods of vanishing point detection into
two sub groups: direct approaches and indirect approaches.
The direct approaches directly analyze and calculate on
image pixels, such as projection analysis from a perspective
view for horizontal vanishing point detection [2]. These
approaches have rather good precisions. But the search
space in such approaches is an infinite 2D space, and a full
or partial search of the space is computationally expensive,
even impossible. The indirect approaches convert the
original space into a clue space, and search the vanishing
point in that new small space. Most of the indirect
approaches involve extracting multiple straight or illusory
lines' and voting vanishing points by model fitting. To
calculate the horizontal vanishing point, some methods
explicitly fit a line bundle in the linear clue feature space
[81[9]. Some researchers use the spacing between adjacent
horizontal lines of text to vote the vertical vanishing point
[2][8]. Lu et al. use character stroke boundaries and tip
points to correct perspective distortions based on multiple
fuzzy sets and morphological operators [7]. Liang et al. use
the equal text line spacing property to calculate and vote
vanishing points, and they suggest their method can be
applied on mobile devices [12][13]. These indirect
approaches are time efficient. However, the model fitting in
these methods are sensitive.

Moreover, in MobileCam-based document analysis, the
captured images are always in low resolution with blurring,
and the captured text contains often a partial portion of the
whole document.

In conclusion, there are two main challenges for
rectifying MobileCam-based perspective documents. First,
the rectifying engine should be highly precise with fast

! The straight and illusory lines used in this paper are similar to the hard
and illusory lines respectively termed in [9].



speed. The above methods can’t cover the two issues well at
the same time. Second, a MobileCam-based image is
usually a partial portion of a whole document with few
document boundaries. But many traditional methods mainly
rely on document boundaries for correction.

Therefore, the traditional direct and indirect approaches
have limitations for practical situations. To solve the above
problems aiming at a practical MobileCam application, we
focus on a fast and robust method for rectifying general
perspective documents. First, we propose a hybrid approach
for robust real-time vanishing point detection by integrating
the direct and indirect approaches efficiently. As for the
second challenge, we utilize horizontal text baselines and
character tilt orientations as illusory lines to vote and
compute vanishing points. Since the character strokes are
used in line detection, paper boundaries are not necessary.

Our rectifying method is described in Fig. 1, where
preprocessing includes grayscale image conversion,
thresholding, and edge calculation, et al. The straight lines,
horizontal text baselines, and character vertical strokes all
are extracted by connected component analysis, heuristic
rules and statistical analysis. Then, the hybrid approach
clusters and detects the horizontal and vertical vanishing
points respectively.

A perspective document image

| Preprocessing ‘

L4

| Straight line detection ‘

¥
Horizontal text baseline Character vartical stroke
detection detection
¥ k.
Harizontal vanishing point ‘Wertical vamishing point
detection detection

: |

Perspective distortion
rectification

A rectified document image

Fig. 1. The flowchart of our method for perspective rectification.

The main contributions of this paper are as follows. The
first contribution is a hybrid approach to vanishing point
detection, which combines a greedy “indirect” method with
a high-quality pixel-based “direct” method. The fast
indirect method gives a set of candidates, which are refined
afterwards using a direct approach. And the decision is
made by linearly combining these two methods. The second
contribution is the clustering learning for vanishing point
candidates in the indirect method, which fast selects
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potential vanishing point candidates in the intersection point
distribution from all straight and illusory lines. The third
contribution is a robust and fast perspective distortion
image rectifier, which is a working system for applications
of mobile phone camera-based document images.

The remainder of this paper is organized as follows.
Section 2 introduces the basic principle of our method.
Section 3 explains how to extract the lines and the strokes in
detail. In Section 4, we show the strategy of vanishing point
detection. Section 5 is the experiments and result analysis.
Finally we conclude the paper in Section 6.

2. Basic principle for vanishing point
detection

The vanishing point (horizontal or vertical) in a 2D space
can be described as (v, v,), where v, and v, are the X and Y
coordinates respectively in the 2D Euclidean space,

N> ={(x,)|—00 < x < +00,—00 < y < +00}, 1)
where (0,0) is the center point of the image. In general, the
vanishing point does not lie within the image itself.

Generally speaking, vanishing point detection is to find a
proper point according to an optimization process in the
image plane. That is to say,

(v,,v,) =argmax f(x, ),

(v, )’
where f{x,y) is the profit function for the optimization.

For the direct approaches for vanishing point detection,
the search space is R? (equation (1)). Obviously, search in
such a space is computationally expensive.

In this paper, we propose a novel and hybrid approach for
vanishing point detection. Our approach first votes and
clusters line intersections into vanishing point candidates.
This process belongs to an indirect approach. Then
projection analysis from perspective views on these
candidates is performed, which is a direct approach. The
vanishing point is obtained by an optimization of a function
based on the previous two steps. The function can be
expressed as following:

806 3) = Gyt (6 ) Lo (55 ) &Y
where fidireed,y) and f..(x,y) are the profit functions for
the indirect and direct approaches respectively.

For vanishing point detection, first, we locate all straight
and illusory lines. Then calculate all intersections for every
line pair. The set of the resulting intersection points is

Set(Pr) = {(xl’yl)s(XZ’yz)""’(xN,,, s VN, )}
where Npr is the number of intersections. These points are
partitioned into several groups by a clustering algorithm.
Therefore, we get a new space S,

S={S |8, cRi=1..,N}.

The center point of each cluster is regarded as a typical
representation of its sub region, which is

C={c,|c,€8,i=1,..,N}. 3



Rather than searching on the whole space in R*, we
search on the representative point set in C for speed up.
Since the point set in C is representative enough, the
searched maximum in C is a good approximation to the
global maximum.

Consequently, the final resulting vanishing point is given
by

(v,,v,)=argmaxg(x,y).

(xeC
where C is defined in Equation (3).

Now, we perform a direct approach (e.g., projection
analysis from a perspective view) on the new search space.
Compared C in equation (3) with RR? in equation (1), the
search space of our hybrid approach is just composed by
several points, which is much smaller than that of the direct
approaches. Hence, it is time efficient. The above idea is
used in horizontal and vertical vanishing point detection.

If the number of detected lines is enough, sufficient line
intersections will be generated. And the true vanishing point
will be embedded in these intersections with a high
probability. Different from the conventional methods, our
method finds the line candidates not only by paper
boundaries lines but also by text baselines and the
nature-born long character strokes in the text content.
Therefore, the robustness of our method is improved.

3. Line and stroke detection and selection

When a document is lined up in a horizontal direction, we
call it a horizontal document. Each text row has a clue
horizontal direction. Our method uses document boundaries
and text rows to detect the horizontal vanishing point.
However, in the vertical direction of a horizontal document,
there will be no text columns for vertical clues. Similar with
the method described in [7], we extract the vertical
character strokes as illusory vertical lines to detect a stable
vertical vanishing point.

In Section 3.1, straight line detectin includes document
boundaries and other straight lines. And text baseline
detection is described in Section 3.2. Character tilt
orientations are detected in Section 3.3.

3.1. Straight line detection

Line detection is solved with well-known conventional
techniques. A lot of related work for such geometric
problems is proposed, such as RANSAC-based methods,
Least-Square-based methods, and Hough transform-based
methods [14]. In this paper, in order to perform in a more
efficient way, our line detection algorithms are based on
edge information, connected component analysis, heuristic
rules, and statistical analysis.

First, the input image is down-sampled. Then the edge is
extracted by Canny edge detector [1]. Connected
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component analysis is used to find long connected
components, which are merged in the horizontal or vertical
direction according to shape and size information.

The merged connected components are regarded as line

candidates. Given a connected component C;, its
corresponding line®, LC; is fitted by the Least-Square
algorithm.
The distance from one point (x,y) in C; to the fitted line is
la,y+bx+c|
DIS, (x,y) = ———.
va® +b*
And we can get
1 Len(LC;)>len_thres, Nyc,>n_thres_line
e e ,
where

PLC, ('xiy) = N(DISx(x’y)’ luline ’O—line)’

_ N P (x.y)>p_thres_line
ILC,- (x’y) - {0

otherwise ?
and
NLC,. = ZILc,(xsy)
(x,y)eC;
In the above equation, Len(C;) is the length of C;, and
N(x,u,0)1s a Gaussian distribution for LC with mean u

and standard deviation o . And L and G have been

determined experimentally from different images.
IfALC)) is equal to 1, then C; will be a straight line.
Horizontal and vertical line detection and selection can
be performed by the above steps respectively.

3.2. Horizontal text line smearing and detection

This process is based on a binarized image. We use a
Block-Otsu algorithm for image binarization. After
connected component analysis on the binary image,
character candidates are selected by component size and
shape analysis. Then, they are merged into horizontal text
lines by a smearing algorithm derived from [5]. Finally, the
horizontal direction of each smeared text line is computed.

The above procedure sometimes will produce smeared
blocks that include more than one horizontal text lines
because of perspective distortions. Therefore, we use a
robust line direction detection method which is described in
following.

First, we estimate the shape and size of each smeared text
lines. Through vertical projection, we can obtain the upper
and lower contour points of each smeared text line
respectively. The upper contour points are

(G205 (0, 79 s (5 1)}
where N is the width of the smeared text line. The lower
contour points are

{ENIONCAS e RRNCINYOLE
The average distance between each upper contour point and
its corresponding lower contour point, contour_thres, is

2 In this paper, the equation of lines is described as ay+bx+c=0.



then calculated.

If the distance of one contour point is less than
contour_thres, then it is discarded. The reserved contour
points are

Set(U) = {1, 1 )5 (35 15 Dseess (g Vi )}
And

Set(L) = {(x, 21, (X35 7 )seees (X1, V3 )}
where M is the number of the reserved contour points. And
the middle points of the above contour points are

Set(C) ={(x,, (0 + 1)/ 2), (xps (0] +95)/ Doy (0 Wiy + 23/ 2)}-

Three lines are fitted by the Least-Square algorithm
according to the above upper, lower and middle contour
points respectively: “the upper baseline”, “the lower
baseline”, and “the center baseline”.

We select a smeared line as a real horizontal line when

cross _angle(U,L) < angle _thres
And

ave _height(U,L) < height _thres,
where U and L represent the upper and lower baselines
respectively, cross_angle is the cross angle between two
lines, and ave height is the average height between the
upper and lower baselines. Both angle thres and
height_thres are thresholds. And the horizontal direction of
one text line is the direction of “the center baseline”.

3.3. Character vertical stroke extraction

In many situations, vertical clues are scarce. When an
image is a partial portion of a whole document, there may be
few or even no straight vertical lines. But character tilt
orientations can be regarded as clue directions and the
character vertical strokes can be used as vertical clues.
However, these vertical clues are not stable. Though
vertical stroke detection is solved with several conventional
techniques [7], our method is rather efficient for
MobileCam-based document analysis. Different from the
multiple fuzzy sets used in [7], our method extracts a stable
vertical stroke set by heuristic rules and statistical analysis.
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(a) (b) (©)
Fig. 2. Vertical character stroke detection: (a) captured image, (b)
edge image, (c) vertical strokes detected.

The character vertical stroke extraction is also based on
the edge image of the document. Fig. 2(a) is the original
perspective document, and Fig. 2(b) shows an example edge
image. After connected components analysis on the vertical
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edge image, some long-stroke-like connected components
are selected.

These selected connected components include vertical,
horizontal, and slant direction. On the assumption that the
perspective angle in the vertical direction is less than 45
degree, we select vertical stroke candidates by a simple rule:
if the height of a connected component is much longer than
its width, it is a vertical stroke candidate. In Chinese,
Japanese and English characters and texts, there are many
curve strokes, such as “/A”, we remove these curve
candidates by detecting the “straightness” of the stroke
which is similar to the one described in Section 3.1.

Given a connected component C;, its fitted line LC;, and
the distance from one point (x,y) in C; to LC; is DIS/(x,y),
there is

Nyc;>n_thres _stroke

racy=1{

otherwise b
where,
PLC, (X, y) = N(DIS, (x5 y)> /ustmke ’ O-s!ruke )’
_n Pie; (x,y)>p _thres_stroke
ILC, (X, y) - {0 otherwise >
and

NLq = ZILCI (x, ).

(x.0)eC;
In the above equation, N(x, x,0)is a Gaussian distribution
for LC with mean g and standard deviation o . And

U @04 o are also determined experimentally.

Because there are some noise and curves, we use the above
steps to measure straightness of detected lines. That is, if
one line is straight enough, it can be taken as a real line.

If ALC)) is equal to 1, then C; will be a vertical stroke. In
order to detect straight vertical strokes, p_thres stroke
takes a high value (e.g., near to 1), and n_thres_stroke is
near to the number of pixels in this component. The
resulting vertical strokes of one document (Fig. 2(a)) are
shown in Fig. 2(c).

Since in Chinese, Japanese and English texts, most slant
strokes are curve strokes, after the above processing, the
real vertical strokes are obtained. Consequently, the vertical
vanishing point detection will be very robust.

4. Vanishing point detection by a hybrid
approach

We use a hybrid approach for vanishing point detection.
After the line intersections are calculated by line pairs, the
intersection points are partitioned by clustering algorithm,
and typical points are selected as reliable vanishing point
candidates. This process can be viewed as an indirect
approach. Next, a direct approach is performed by
projection analysis from perspective views onto these point
candidates. Finally, results of both approaches are linearly
combined. The optimal candidate is selected as the final
vanishing point.



4.1. Clustering for vanishing point detection

Without loss of generality, we describe the clustering
based method for locating the horizontal vanishing point.

All horizontal lines (including straight lines and smeared
lines detected in Section 3) are

Set(Line) = {(a,,b,,c,),....,(ay,by,c\)},

where N is the number of all horizontal lines.

As we know, two lines will produce an intersection point.
As a result, there are v, = v x (v - 1)/2 intersections which

are possible candidates of the horizontal vanishing point.
These intersections are
Set(Pr) ={(x;,y, )r--»(xN,, >V, )}

After checking the distribution of line intersections, we
discover that these intersections are located in the 2D space
with one or more groups with high density. It is natural to
partition these points into groups by clustering. A sample of
the distribution of intersections for a horizontal vanishing
point is described in Fig. 3.
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(a) (b) (c)
Fig. 3. Intersection distribution for a horizontal vanishing point: (a)
captured image, (b) horizontal lines, (c) point distribution.
Our clustering space is 2D Euclidean space, and the
similarity measure of two points is the Euclidean distance,

d(x.x) = —x )P+, -3
where (x,,9;) is the feature vector (a point in the space).

The k-means clustering algorithm is a rather robust
clustering algorithm, which is also proved from our initial
experiences. The number of clusters in k-means is specified
by the following simple rule:

N, = max((In(N,) ], 10).

cluster

4.2. Vanishing point detection and selection

For horizontal vanishing point detection, the first task is
to locate several vanishing point candidates based on
clustering introduced in Section 4.1. After clustering, we
will obtain N clusters. Each cluster is composed by
some intersection points. The number of points in each
cluster is

Set(Num)={N,N,,...,Ny }.
And the series of centers of all clusters is

Xe={x, x50 Xy ),
where the center of each cluster is the average of all the
intersection points in this cluster.
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In our method, these centers are candidates of the
horizontal vanishing point. And each candidate has a weight
from clustering. The weight is given by

N
wi =N,/ N,
i=l
Each of these weights can be regarded as the profit function
for the indirect approach. that is
Sindiree(Xis Y1) = Wi (X;, )

In order to get a more stable vanishing point, we use a
direct approach to refine vanishing point candidates in the
above search space.

As shown in [2], for a perspectively skewed target, the
bins represent angular slices projected from H(x,)), and
mapping from an image pixel p for a bin Bj(x,y) is as
follows:
£(H,H - p) “

AG
where /(H,H — p) is the angle between pixel p and the

i(p,H):%NJrN

center of the image, relative to the vanishing point H(x,y),
and A@ is the size of the angular range within the
document is contained, again relative to H(x,y). A@ is
obtained from
A= A(T,.T,)

where T} and T; are the two points on the bounding circle
whose tangents pass through H(x,»). These are shown in
Fig. 4.

For each cluster center, the above projection analysis is
performed, and the derivative-squared-sum of the
projection profiles from a perspective view is calculated,

Simde = LB 0 =B O

where B(x,y) is a projection profile with a vanishing point
candidate H(x,y), and Np is the number of projection bins.
This is the profit function for the direct approach.

For a computational convenience, the used profit is
changed to a coefficient by

(€)= —Farea @)

DI (ACHY)

i=1
Then according to equation (2), we combine these two
profits in a linear way,
8%, 7:) = A ireet (%15 V) + B o (X1, 11)-
where o + f=1. In our experiments, ¢ = £ =0.5.
The resulting horizontal vanishing point is given by
(v,,v,) =argmax g(x;, y;).
(x;.yi)eXc
The last step is to confirm the resulting vanishing point.
Our rejection strategy is that the derivative-squared-sum of
the true vanishing point will be larger than values of other
points. The derivative-squared-sum of the resulting
vanishing point is f,}irm V,.v,) 5 which is calculated by



equation (5). The unchanged horizontal vanishing point is
(—0,0) . And the derivative-squared-sum of it is

Foriees (0,0 - If the following condition is satisfied, then the
final horizontal vanishing point is v, Vy) :

-/Zi’lrcct (vx > V‘u) > (1 + g)fz;lrccl (_00’0):
where 0 < ¢ <1, and in our method, ¢ = 0.1. Otherwise, we

take a rejection strategy, and the final vanishing point will
be (—x0,0).

@
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Fig. 4. Analysis of projection profiles from a perspective view: (a)
generating projection profiles from H(x,y), (b) the winning
projection profiles from the vanishing point H, and a poor
example from Hp (derived from [2]).

The way for the vertical vanishing point detection and
selection is similar to the horizontal vanishing point. In
vertical vanishing point detection, we use a projection
analysis method which is slightly different from the one
used in [2].

In character segmentation, vertical white-space often
serves to separate different characters. In a similar way,
given a vertical vanishing point candidate V(x,y), the bins
represent angular slices projection from V(x,)) of each text
row. Similar with equation (4), mapping from an image
pixel p in the kth text row for the bin Bf(x,y) is as follows:
ZWV,V - p)

AG,
where N, is the number of bins on the kth text row. And
Z(V,V - p) is the angle between p and the center of the

i(pV =N, 4,
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image, relative to the vanishing point V(x,y), and Ag, is the

size of the angular range within the kth text row is contained.
Then, the profit function of the optimization becomes

L) =3 (1 (x, ),

k=1 i=1
where [f(x,y)=1o0r0, and X is the number of text rows. If
B/ (x,y)=0, then I} (x,y)=1; otherwise, I’ (x, y)=0.
Consequently, a candidate with a maximum number of

white columns of all rows from perspective views is the
vertical vanishing point.

5. Experiments

The rectification transform of our system is performed as
follows. Given the horizontal and vertical vanishing points,
we can recovery documents with fronto-parallel views of
the perspectively skew document. For perspective
transformation on a 2D plane, the transformation relation is

Xa mymy My Xy
Ya |T | My My My | 1Y,
1 my my, 1 1

where (x,,y,) is the rectified (undistorted) image coordinate,
and (x,,y,) is the original (distorted) image coordinate.

Vertical Vanishing Point
(]

Tangent Line

Tangent Line

Horizontal Vanishing Point

Perspective Transform

The blue quadrangle part
relative to the original image

Fig. 5. The perspective transform relation.

Given the horizontal and vertical vanishing points on
the image plane, we can calculate a convex quadrangle on
the image plane which is according to a rectangle in the
rectified image plane. A versatile method for detecting such
a convex quadrangle is described in Fig. 5. In Fig. 5, the
ellipse is the circum-ellipse of the image rectangle.

The aspect ratio of the result image is decided as follows.
The average length of the top and bottom sides of the
quadrangle is the width of the result image, and the average
length of the left and right sides of the quadrangle is the
height of the result image.



The experiment database is 418 test samples captured by
several mobile phone cameras. These images are in RGB
color format with a 1280x 960 resolution. More than 90%
of'the images have perspective distortions, and other images
have weak perspective distortions. Some samples are shown
in Fig. 6.

Given a resulting vanishing point, VP, the relative
distance from the ground truth VP, is calculated. If

\VP-VE| (6)
ey <
then VP is regarded as a correct vanishing point. In our
system, the ground truth vanishing points are calculated
from the manually marked horizontal and vertical lines.
When the difference in Equation 6 is less than the threshold
(Typ=1/20), then there is no seemingly perspective
distortion. It is also a conclusion from our experiments.

We divide our rectified images into five groups: (1)
“HIT”, successful for perspective rectification in both
horizontal and vertical directions; (2) “HHIT”, successful
in the horizontal direction; (3) “VHIT”, successful in the
vertical direction; (4) “REJ”, the rectified image is the same
as the original image; (5) “ERR”, represents rectifying with
wrong perspective angles.

We compared our method (M1) to other four methods:
M2 doesn’t use character vertical strokes for vertical
vanishing point detection; M3 uses the indirect approach
based on clustering only to detect vanishing points; M4 uses
model fitting in [9] instead of clustering; and M5 uses a
sequential correction style (horizontal direction correction
then vertical direction correction) to compare the speed with
our method. The accuracy results are described in Fig. 7.
And some rectified images with front-parallel views of our
method are shown in Fig. 6. And the resulting image is the
inner rectangle area of the detected perspective quadrangle.

As shown in Fig. 6, test samples include many different
types. There are even some street signs and non-document
images. The fraction of these non-document images is about
20%. The “REJ” rate of our method is 26.32%, which is
mainly caused by too large distortions. For a mobile phone
with some proper interactive GUIs, users may accept the
results of HIT, HHIT, VHIT, and REJ because the
resulting image from these has a much better quality than (or
a same quality as) the originally captured image. In this way,
the acceptance rate of our method is 98.33%.

Compared with M2, our method (M1) improves the
“HIT” groups by 11.48%. This shows that character vertical
strokes are very useful to detect the vertical vanishing point
for documents without vertical boundaries. Compared with
M3, our method improves 6.94% for the “HIT” accuracy.
Our hybrid approach is more adaptive and robust for
vanishing point detection. Compared with M4, our method
improves the “HIT” accuracy by 2.39% and decreases the
processing time by 12ms, which shows that our clustering
strategy is robust and fast compared to the traditional model
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fitting. Our method has a similar performance with M5,
though M5 uses a sequential style with partial rectification.
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Fig. 6. Samples and the rectified images by our method (x” are the
corresponding rectified images): (a) general documents, and (b)
signboards and posters.

The processing speed is shown in Table 1, where “Time”
represents the average processing time for each image
without including the time for the grayscale image
conversion and the final perspective transformation.
Experiments are run on a DELL PC with 3GHz CPU, 2G
Memory on a Windows XP OS.

Table 1. Results of the average processing time.
M1 M2 M3 M4 M5
Time (ms) 103 72 90 115 226

As shown in Table 1, the average processing time of our
method is largely less than M5, and the reduced time is
123ms. The additional time of M5 is spent in partially
rectifying. We also test the direct approach by a hierarchical
search for horizontal vanishing point detection in [2], which
is more time consuming. For one image in test samples, the
detection time is more than one second.

In conclusion, the acceptance rate of our method is more
than 98%, while the error rate is less than 2%. And the
processing time is only about /00ms. With serious or
unstable distortions, we take the rejection strategy, which
may be more acceptable for a mobile user. Furthermore,
with illusory lines derived from smeared text baselines and
character tilt orientations, our method can rectify
perspective documents without full boundaries (see Fig.
6(a)). All these show that our rectification method is fast
and robust.
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Fig. 7. Accuracy (%) of each resulting group.

6. Conclusions

Perspective rectification of MobileCam based documents
faces several challenges, such as speed, robustness,
non-boundary documents, etc. In this paper, we present a
fast and robust method to deal with these problems. In our
method, the hybrid approach for vanishing point detection
combines direct and indirect approaches with high precision
and fast speed. Furthermore, our method robustly detects
text baselines and character tilt orientations by heuristic
rules and statistical analysis, which is effective for
documents without full boundaries. The experiments on
different document images captured by mobile phone
cameras show that our method has a good performance with
an average speed of about /00ms on a regular PC.
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Abstract

In this paper application of continuous skeletal
image representation to documents’ image de-warping
is described. A novel technique is presented that
allows to approximate deformation of interlinear
spaces of image based on elements of image’s skeleton
that lie between the text lines. A method for
approximation of whole image deformation as
combination of single interlinear spaces deformations
is proposed and representation of it in the form of 2-
dimensional cubic Bezier patch is suggested.
Experimental results for batch of deformed document
images are given that compare recognition quality of
images before and after de-warping process. These
results prove efficiency of the proposed algorithm.

1. Introduction

All the modern OCR systems assume that text lines
in a document are straight and horizontal while in real
images they are not. Image can be deformed before
recognition in various ways. For example, if a thick
book is scanned, text lines on the scan may be wrapped
near the spine of book. If a digital camera is used to
retrieve the image instead of a scanner, the text lines
may be still wrapped because of low-quality optics of
digital cameras. One important example of such
deformation is the rounding of an image on borders as
result of barrel distortion. Moreover, several types of
deformation could be applied to the same image,
making it impossible to build a precise model of image
deformation. This is how the task of image de-warping
appears.

The approach proposed in this paper is based on the
construction of outer skeletons of text images. The
main idea of the proposed algorithm is based on the
fact that it is easy to mark up long continuous branches
that define interlinear spaces of the document in outer
skeletons. We approximate such branches by cubic
Bezier curves to find a specific deformation model of
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each interlinear space of the document. On the basis of
a set of such interlinear spaces’ approximations, the
whole approximation of the document is built in the
form of a 2-dimensional cubic Bezier patch. After all
this work is completed, we can de-warp an image
using obtained approximation of image deformation.

This work is an extension of the article [1]. In this
paper new method of automatic search for interlinear
branches of skeleton is described. Also iteration
method of image deformation approximation
adjustment is given.

To test our algorithm we compare recognition
results for a batch of images before and after the de-
warping process.

2. Existing solutions

Algorithm of automatic image de-warping is needed
nowadays for automatic OCR systems. Plenty of
algorithms for image deformation approximation
appeared in the last several years (see for example [7-
11]). Unfortunately, most of these algorithms have
some disadvantages that make them unusable for
commercial OCR systems.

Existing solutions can be divided to three
approaches:
. First approach is to single out text lines by

combining close black objects and then approximating
each line shape using some characteristic points of
line’s black objects. For example, one can approximate
text lines’ shape by using middle points of black
objects’ bounding rectangles. Main disadvantage of
this approach is that it is hard to define such
characteristic points of black objects that can give a
stable approximation of line shape.

. Second approach is to build a model of
possible deformation of an image and then try to apply
this model for a specific image. Main disadvantage of
this method is that it is almost impossible to build a
complete model of image deformation. And if such a
model describes only one type of deformation, one



should make sure that the used model can be applied
for processing the concrete image.

. Finally, the third approach is to describe some
estimation of text lines’ straightness and iteratively
deform image to achieve a maximum possible
straightness of text lines. Main disadvantage of this
method is that it uses numerical computing, and
therefore is time-consuming, while the results of the
method are often unpredictable.

In our work we try to avoid described
disadvantages. So our goal is to create image de-
warping algorithm that does not depend on text
symbols quality, is applicable to most of possible optic
image deformations, with predictable results and not
time-consuming.
under

3. Characteristics of

consideration

images

It is necessary to describe some characteristics of
images that our algorithm works with:
. Initial image should be black and white, with
black text and white background. It should not contain
inverted areas. It also should not contain noise or
textures. In all modern OCR systems efficient add-ons
exist that allow bringing almost every image to the
marked model. And applied binarization and noise
removal technique may be very rough because our
algorithm does not depend on text symbols quality.
. Initial image should contain one big text
block. This is an important assumption, because the
proposed algorithm works with interlinear spaces
rather than with text lines, and therefore initial image
must contain a sufficient number of long text lines
located one under another. All modern OCR systems
can divide initial image into a set of text blocks with
high precision, even when the images are deformed.
. Let us also assume that the deformation of
text lines in an image can be approximated by
continuous cubic curves and patches. This assumption
is also not very restrictive, since most common
deformations of images are created by cameras and
scanners. Such deformations can be approximated
even by quadratic patches and curves. As for more
complicated cases, experiments have shown that cubic
approximation is precise enough for them. In the case
if additional experiments will show that cubic
approximation is not sufficient after all, the degree of
Bezier curves and patches can be easily increased
without making considerable modifications to the
proposed algorithm.

One example of an image with which our algorithm
works is represented on figure 1.
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Figure 1. Processing image example

4. Problem definition

Let us assume that we have image / (x,y), where

I is the color of image pixel with coordinates (x, y).

Let us also assume that this image contains text block
with deformed lines. We further assume that we can
rearrange pixels in this image without changing their
colors to retrieve document image where initial lines
become straight and horizontal. So, we want to

develop a continuous vector function D(x, y) to
obtain a de-warped image in the form:

I'(x, y) = ](Bx (x, y); l_)y (x, y)) This  function

B(x, y) will be an approximation of the whole image

deformation.

To estimate the quality of our de-warping
algorithm, we attempt to recognize the image before
and after de-warping using one of the modern OCR
systems. Recognition quality in modern OCR systems
depends heavily on the straightness of text lines in
images under  consideration.  Therefore, an
improvement in recognition quality after image de-
warping is a good evaluation of the quality of our de-
warping algorithm.

5. Continuous border representation of
binary image

In this work skeleton of polygonal figures is
exploited. Before using such skeleton with binary
images we must define representation of discrete
binary image as a set of continuous polygonal figures.

Let us assume that a scanned document is stored in
the form of a binary image represented as a Boolean
matrix (one bit per pixel). A discrete model of the

binary image is the integer lattice / in the Euclidean
plane R? with 0 and 1 representing black and white
elements. For elements of the lattice the relation of the
4-adjacent neighborhood is given. We designate
B c I as the set of black and W < [ as the set of
white nodes of the lattice. Sets (B,W) serve as a



model of the discrete binary image. In the same

Euclidean plane R? , we define the polygonal
figure ¢ as the set of the points formed by association

of a finite number of non-overlapping bounded closed
domains. This figure is then a model of the continuous
binary image. There is a problem consists in the
construction of the figure 4 that adequately describes

properties of the discrete image B . In mathematical
terms this problem is posed as an approximation of a
discrete object with a continuous object. Natural
criteria of good approximations should satisfy the
following natural criteria:

1) Bcu, WC[RZ\/J] , where [ ] means
closure of a set;
2) Let x,y € I be a pair of adjacent nodes of the

lattice and Sy be a segment connecting these nodes.

Then if X,y €, then s € p, and if X,y & u

then s, Npu=42.

The first condition means that the figure covers all
black points of a discrete image and all white points lie
either outside of or on the boundary of the figure. The
second condition can be reduced to the condition that
the boundary of £ lies in the interface between white
and black boundary points of the discrete image.

Let M be the set of all figures satisfying conditions
1 and 2. Any of them can be considered a continuous
model of a binary image with acceptable accuracy. As
we are going to build a skeleton of this figure, the most
convenient representation for us is the figure with a
piecewise linear boundary, since for such figures there
are effective algorithms for construction of a skeleton.
In this situation it is natural to choose from M a
polygonal figure (PF) with minimal perimeter (see fig.
2). First, such PF exists and it is unique. Second, the
number of its vertices is close to minimal among all PF
satisfying conditions 1 and 2.

Figure 2. Representation of raster object with
polygonal figure with minimal perimeter
The algorithm for solving this problem which
requires a single pass over a raster image, has been
described in [4].
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6. Continuous skeletal representation of an
image

The choice of the polygonal figure as a continuous
model of the binary image reduces the problem of
construction of a skeleton of the image to the well-
known medial axis transform [5]. Contrary to discrete
images for which the skeleton is determined
ambiguously, the concept of a skeleton of a continuous
figure has a strict mathematical formulation. The
skeleton of a figure is the locus of points of centers of
maximal empty circles. An empty circle does not
contain any boundary points of the figure. The
maximal empty circle is a circle which is not contained
in any other empty circle, and which is not congruent
to another. Note that empty circles can be thus either
internal or external for the domains comprising the
figure. Accordingly their centers form internal and
external skeletons of the figure (see fig. 3).
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Figure 3. Empty circles for polygonal figure and
skeleton of polygonal figure.

This definition applies to any type of shape, not just
a polygon. However there exist effective algorithms
for construction of polygonal figures [4,6]. The
algorithm used [2,3] is based on a generalization of
Delauney triangulation for a system of sites of two
types (points and segments) that comprise a PF
boundary. It builds a skeleton in time O(n log n) where
n is the number of PF vertices.

Skeleton of polygonal figure can represented as a
planar graph, where nodes are points on a plane and
bones are straight lines that connect the nodes. In such
representation of a skeleton all nodes have no less than
three nearest points on the border of the area and all
bones lie between two linear fragments of the area
border. Later in this article we will use only graph
representation of a skeleton.

Let us also define a knot in skeleton as a node with
more then two connected bones and final node as a
node with only one connected node. And let us define
a branch of skeleton as a consistent set of bones that
has final node or knot node on each end and does not
have knots in the middle of the branch. Later in this
article we will operate only with branches of the
skeleton and not with single bones.



7. Main idea of the algorithm

Main idea of the proposed algorithm is that in outer
skeleton of text document image, one can easily find
branches that lie between adjacent text lines. Then, one
can use this separation branches to approximate
deformation of interlinear spaces in an image.

The proposed algorithm consists of the following

steps:

. Continuous skeletal representation of an
image is built.

. Skeleton is filtered (useless bones are
deleted).

. Long near-horizontal branches of the skeleton
are singled out.

. List of singled out branches is filtered to leave
only branches that lie between different text lines.

. Cubic Bezier approximation is built for each
branch.

. Bezier patch is built based on the obtained
curves.

8. Image and skeleton preprocessing

As was mentioned before, one of the steps of our
algorithm is the preprocessing step, on which we try to
delete all small garbage branches and branches that can
be obviously determined as non-interlinear from the
skeleton. Let us describe this step in more detail.

First of all, before building a skeleton, we flood all
white horizontal strokes with length smaller than some
predefined threshold. By doing so, we glue symbols in
words in one line, so we erase from image skeleton a
lot if intersymbol branches that are useless for our
algorithm. We set the value of the flooding parameter
equal to 0.1 inches or 30 pixels for 300 dpi images
(this value determined empirically). That value is
sufficient to glue most adjacent symbols and not to
glue adjacent curved lines.

Then we build outer skeleton of the expanded
image.

The next step is to delete branches of the skeleton
that divide different parts of the same object. Such
branches describe borders of one symbol and are not
relevant for the whole text line. We also delete
branches of skeleton that divide objects in image and
border of an image. Figure 4 shows an example of
such image preprocessing.
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— Filtered part of the skeleton
— Working part of the skeleton

Figure 4. Image skeleton after preprocessing

9. Skeleton bones clusterization

After outer skeleton of a document image was built,
we could divide branches of the skeleton into two
groups: branches that lie between objects in one text
line and branches that lie between adjacent text lines.

The main idea of the proposed algorithm is that
such clusterization can be performed automatically for
any document image.

First we sort out all skeleton branches that are
shorter then some predefined threshold. Such branches
appear when several long branches connected in one
point. Such short branches works only for connectivity
propose, the angle of such branches is unpredictable,
so they are not used during clusterization process (see

«ford.\the

Figure 5. Short branch that connects several long
brances.

As a threshold value for short branches we use
empirical value of 0.05 inches or 15 pixels for 300 dpi
images (determined empirically). It is about half of
small letters height for standard font size, so we don’t
treat any of intersymbol branches as short.

To clusterize long branches we define parameter

A

max
branch (as angle of skeleton branch we use angle of
linear approximation of that branch). Experiments
show that it is possible for each image skeleton to
define this parameter in such a way that all long

- maximal absolute value of angle of interlinear

vertical branches with [angle] > A

will be only

intersymbol branches.



This idea can be confirmed by graphic
representation, if we draw all linear approximation of
skeleton branches on one plane, so that they all begin
in one point. For a document image the obtained figure
will look like a cross, the horizontal part of which is
created by interlinear branches, while the vertical part
is created by intersymbol branches (see fig. 6).

Figure 6. Branches of skeleton from figure 4
marked on one plane.

A we use

To define parameters simple
automatic clusterization mechanism. Each possible
value of angle divides all branches into two classes
with angle greater and less then the given threshold.
For each class we define g as the mean value of the
angle in this class and o as the standard deviation of

the angle from the mean value. Using these two values
we can define separation factor of two classes J (l‘ )
in the form:
O,+0
J(r)=2t%%
Hr —H;
Then we iterate among the angles, looking for that

with the minimum separation factor, using one degree
as the size of the step (see fig. 7).
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Figure 7. Histogramm of branches’ angles from
figure 6 with detected threshold

After clusterization we delete all long vertical
branches from the skeleton (see fig. 8).
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Figure 8. Skeleton of document image after
clusterization of branches.

10. Building interlinear branches.

After all vertical branches are deleted, the

remaining branches are processed in cycle according to
the following rules:
. If two nodes are connected by two non-
intersected branches (such a problem appears when
text language includes diacritics and additional branch
goes between diacritic and symbol (see fig. 9)), we
delete most curved branch of these two.

—

Figure 9. Two skeleton branches around a
diacritic mark.

. If three branches are connected in one point
(such a problem appears because some short branches
remain after all vertical branches were deleted (see fig.
10)), we delete the shortest of the these branches.

Figure 10. Remaining of vertical branches.

. If two long horizontal branches are connected
near the border of an image (such a problem appears
when two interline branches merge together outside
the borders of a text block (see fig. 11)), we separate
connection node of these branches into two
independent nodes.



TS

Figure 11. Two branches connected on the end of
text line.

After all these rules were applied, only long
horizontal branches that lie between adjacent text lines
remain in the skeleton. We approximate them with
cubic Bezier curves using method of least-square
approximation.

11. Approximation of image deformation

After we get approximation of each interlinear
space in the image, we must approximate deformation
of whole image.

Define control points of interlinear curves as /.,

where k is the index of a curve and i is the index of a
control point on this curve.

For each set of points {U Ih} (control points from

k=0
all interline curves with same index) we build
approximation with vertical Bezier curve. Let us define

control points of obtained curves as Pi/ , where 1 is the

index of initial control points and j is the index of new
control points on created curve (see fig. 12).

Figure 12. Definition of control points of Bezier
patch

After we get the set of points Bj , we can build

whole image deformation using Bezier patch. In other
words, our approximation may be described by the

following formula:
B(x,y): 3 (%)*0,5(»)
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b, ; (t) - cubic Bernstein polynomial.

12. Bezier patch adjustment

Unfortunately, when we approximate interline
spaces we cannot define clearily where each text line
begins. Because of this, vertical points of the patch
might be very randomly curved.

To avoid such an effect we use the following
adjustment procedure:

For each

3
WIS

curve in Bezier patch Deﬁne obtained curve as
Ci(x) = D (x,») ZZP *by(x)*b,5 ().

i=0 j=0
Define @ and [ as parameters of points on the

interline curve

we search for nearest

curve Ei nearest to begin and end points of curve C i
o =arg minp(a (t), C (0))
t

4 =arg }ninp(a‘ (1.€,(1))

Then we build curve Ci' that identical to Cl. , but

differs in parameterization (has shifted parameters), so

that Cl.'(a):Cl.(O) and Cl.'(ﬂ)z Cl.(l). In other

words,
Ci/(t) — Ci (f—aﬂ_a) =

3 3
i I—a — i%
24 bj,z( ﬂ—a)_zBf b, ()
Jj=0 Jj=0
Then we calculate mean deviation d between

curves Ci' and C;. If this deviation is greater than

some predefined threshold, the original curve C, must
be excluded from patch creation, otherwise original
curve Cl. must be replaced with Ci'.

After the processing of all initial curves is
completed we build a new Bezier patch using updated
set of curves.

We repeat this procedure until deviations of all
initial curves from curves from Bezier patch reach
some predefined threshold.

This adjustment procedure allows to approximate
vertical borders of text block and improves
deformation approximation of whole page because of
exclusion of erroneously created curves (see fig. 13).
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Figure 13. Image deformation approximation
before and after Bezier patch adjustment.

13. Experimental results

To test efficiency of our algorithm we take a set of
31 images. All images from this set satisfy the
conditions described in section 3 — they are black-and-
white images without noise, which contain one big text
blocks with deformed lines. We recognize all these
images with one modern OCR system before and after
the de-warping process.

For deformed images there were 2721 recognition
errors on all pages (4.92% of all). For de-warped
images there were 830 recognition errors on all pages
(1.50% of all symbols). Therefore, after the de-
warping process 1891 errors were corrected (69.5% of
original errors). In addition, 14 lines were not found on
initial images, because of their high deformation, and
after de-warping all text lines were defined correctly.

The attained results show high efficiency of the
proposed algorithm, but its quality is not maximal yet.
Recognition quality for straight images is higher than
99,5% in modern OCR systems. And for de-warped
images we obtain the quality of only 98,5%. The main
reason for this gap is that our algorithm deforms
symbols a little during de-warping and that in turn
causes errors in symbols’ recognition.

On figures 14-16 an example of image de-warping
for one of the images from our test set is given.

Also our algorithm was tested during Document
Image De-warping Contest that was held in CBDAR
2007 [12]. On the contest de-warping algorithms were
applied to test base of 100 images (test set available for
download here - http://www.iupr.org/downloads/data).
Experiments shown that mean edit distance for images
de-warped by our algorithm was less then 1% on
contest data set. Those results are statistically the same
for the other two participants of the contest. And on
quarter of test images our algorithm shown lowest edit
distance.

51
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Figure 14. Initial deformed image
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Figure 15. Image deformation approximated with
Bezier patch.

HGGINS (brusquely, recognizing her with unconceated disappointment,
and at once, babylike, making an intolerable grievance of it): Why, this
is the girl I jotted down last night. Shes no use: Ive got all the records |
want of the Lisson Grove lingo; and I'm not going to waste another
cylinder on it. (To the girl) Be off with you: I dont want you.

THE. FLOWER GIRL: Dont you be so saucy. You aint heard what I come
for yet. {To MRS PEARCE, who is waiting at the door for further instruc-
tions) Did you tell him 1 come in a taxi?

MRS PEARCE: Nonsense, girl! what do you think 2 gentleman like Mr
Higgins cares what you came in?

THE FLOWER GIRL: Oh, we are proud! He aint above giving lessons, not
him: 1 heard him say so. Well, I aint come here to ask for any
compliment; and if my money’s not good enough I can go elsewhere.

HIGGINS: Good enough for what?

IIE FLOWFR GIRL: Good enough for ye-00. Now you know, dont you?
I'm come to have lessons, | am. And ta pay for em too: make ng
mistake.

Figure 16. De-warped image.
14. Future works

The main direction of feature work is to develop a
better de-warping algorithm based on obtained image
deformation approximation. De-warping algorithm that
we use is very naive, which heads to some additional
recognition mistakes on the de-warped images.



More accurate approximation of deformation of
vertical borders of text blocks is also one of our prior
tasks.

15. Conclusion

This article describes a novel technique for
approximation of text document image deformation
based on continuous skeletal representation of an
image.

In our work we try to avoid main disadvantages of
existing de-warping solutions: use of separate symbol
characteristics, use of specific deformation model, use
of unpredictable numerical methods.

Main advantage of proposed algorithm is that it
does not rely on quality of the initial text. Initial
characters can be broken, flooded or erroneously
binarized — proposed algorithm does not depend on it.

This paper describes all main steps of the proposed
algorithm: construction of skeletal representation of an
image, preprocessing of image’s skeleton, detection of
interlinear branches of the skeleton, approximation of
such branches, final approximation of image
deformation.

Based on the proposed algorithm a prototype of
fully automatic system of image de-warping was built.

Experimental results that prove efficiency of the
proposed algorithm and its importance for recognition
of deformed images are given.
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