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Abstract

Ever since text processors became popular, users have
dreamt of handling documents printed on paper as com-
fortably as electronic ones, with full text search typically
appearing very close to the top of the wish list.

This paper presents the design of a prototype system that
takes a step into this direction. The user’s desktop is con-
tinuously monitored and of each detected document a high
resolution snapshot is taken using a digital camera. The
resulting image is processed using specially designed de-
warping and OCR algorithms, making a digital and fully
searchable version of the document available to the user in
real-time. These steps are performed without any user in-
teraction. This enables the system to run as a background
task without disturbing the user in her work, while at the
same time offering electronic access to all paper documents
that have been present on the desktop during the uptime of
the system.

1 Introduction

For capturing images of documents, digital cameras have
many advantages over other commonly used devices like
flatbed scanners. Most prominent among these advantages
are their small physical dimensions and their ability to work
in real-time and without physical contact at a distance. For
many applications, these advantages outweigh possible dis-
advantages like lower image resolution and perspective dis-
tortions in the images. Another major point in favor of the
use of digital cameras for document capture is their wide
availability, which still growing, for example with the use
of cameras built into mobile phones. Thus, if today there
are hardly any products that make use of cameras for docu-
ment image capture, this is largely not due to limitations of
the hardware, but to missing software support.

Our aim with this paper is to bring camera-based docu-
ment capture closer towards an actually useful product, by

presenting a prototype system that relies on what we con-
sider the biggest advantage of cameras for document cap-
ture: the ability to work completely without physical user
interaction, and therefore without interrupting the user’s ev-
eryday work-flow.

Most users will agree that it would often be very use-
ful to have all their documents available in electronic form,
if only to allow fast distribution by email or for full text
search. However, it is unrealistic to hope that paper-based
documents will disappear in the near or middle future, since
paper offers too many advantages, e.g. excellent readability,
low cost, and a basis for handwritten annotations or authen-
tification marks like signatures and stamps.

Our setup therefore does not try to replace printed doc-
uments, but to enrich them by creating an additional digi-
tal version of each printed document that a user is studying
during the day, that is, of each document that appears on his
desktop. By saving, processing, and indexing all documents
obtained that way, the user is provided with a digital archive
of all the documents that ever crossed his desk.

To achieve this ambitious goal we let a digital camera
constantly monitor the user’s desktop in low resolution and
trigger a high resolution capturing process whenever a doc-
ument is detected. The resulting image is automatically pro-
cessed, freed of typical distortions, and its textual content is
extracted and stored along with the image itself. All this
happens in a background process on a PC and no user in-
teraction is required such that the user is never disturbed.
If, however, the user wants to access such a document in its
digital form at some time, he can do so by using a simple
GUI for full text and meta search.

Even though there is a vast amount of literature on
camera-based document capture and desktop surveillance,
we are not aware of previous systems that aim in the same
direction as we propose. However, we would like to men-
tion the CamWorks system [10] that also targets real-time
digital access to printed source, but concentrates on cut-
and-paste operations using a low resolution video camera.
Typical described uses for systems observing user desktops
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Figure 1. The complete setup: a wooden desk
with two cameras attached and a laptop PC
running the software components.

are not targeted at the automatic capture of document im-
ages, but at extracting user behavior from objects and ges-
tures (e.g. [8]) or at creating ‘active areas’ on a desktop,
e.g. providing specialized functionality like a desktop cal-
culator [17].

2 Hardware

To build a prototype system that mainly demonstrates the
functionality of the software, we have abstained from us-
ing any special hardware devices, like infrared light or me-
chanical sensors. Instead, we rely on standard components
only. These are twoCanon Powershot S50digital cameras
with a resolution of 5 megapixels each and a laptop PC.
The cameras are mounted to a base plane that is attached to
the rear panel of a wooden working desk, and a data con-
nection from the cameras to the laptop is established using
standard USB cables. Figures 1 and 2 show this setup. All
further functionality is provided by software components as
described in the following section. Note that our choice of
two cameras is motivated only by one of the dewarping al-
gorithms relying on stereo vision (see Section 3.3). A setup
with only one camera or with more than two cameras would
be just as feasible.

Figure 2. The camera section of the setup in
more detail.

3 Software

Our software is designed as a set of independent mod-
ules. In the following sections, we will give overviews of
each of the different software components.

3.1 Surveillance

Each digital camera can continuously send up to 25 low
resolution viewfinder images per second via the USB inter-
face to the PC. For our setup we analyze five input images
per second to determine whether a new document has been
placed within the field of view.

In the following, the employed document detection
method will be introduced. A more detailed description of
the approach can be found in [3].

The document detection method consists of two stages.
The first stage extracts relevant features from the input im-
age, while the second stage validates these features to dis-
criminate between documents and other visible objects. Be-
cause nearly all printed documents are roughly rectangu-
lar, we use this a-priori information by using the outline of
the object as the main feature to detect printed documents.
Therefore, the extraction stage determines the contour out-
lines of all objects that enter the view volume of the cam-
era. The subsequent validation stage then checks whether
the outlines are approximately rectangular and rejects all
non-matching contours. Valid outlines that are detected ina
number of subsequent frames are accepted as a document;
the corresponding image position is then passed to the docu-
ment capture module which will be described in Section 3.2.
In the following, the two stages of the document detection
method are presented in more detail.
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Feature Extraction. The feature extraction stage is sub-
divided into four image processing steps. The first step
compensates the radial distortion present in the input im-
ages, which would otherwise deform the outlines of all vis-
ible objects.

Secondly, static background visible in the input image is
removed using a standard ‘image difference’ background
subtraction method, where a previously recorded back-
ground model without visible documents is subtracted from
the current input image. The background model is recorded
once during the setup of the system and then continuously
updated to account for changing illumination. The absolute
difference image between frame and background is thresh-
olded to produce a binary image with highlighted fore-
ground regions. To achieve some invariance to changes in
illumination, the thresholding operation is performed only
in the chrominance channels of the YUV color space.

The third processing step takes the generated binary im-
age, performs morphological smoothing and then extracts
the contours of all foreground regions using the hierarchi-
cal boundary detection algorithm presented by Suzuki and
Abe [13]. With this algorithm, the outer boundary of ev-
ery foreground object is found, while inner contours are ig-
nored.

To decrease the runtime of the following validation step,
each extracted contour is simplified in the fourth and final
feature extraction step. This simplification is done with the
Douglas-Peucker algorithm [7], which approximates con-
tours by polygons of an adjustable number of edges.

Feature Validation. The simplified contours of fore-
ground objects are examined to locate rectangular docu-
ments. To accomplish this in a noise-robust way, the fea-
ture validation stage first fits lines to each detected con-
tour. Then, the algorithm checks whether the detected lines
are pairwise orthogonal and satisfy several additional con-
straints. Since the line fitting effectively smoothes the ob-
ject contours and tolerates small undetected or occluded
parts, this process is able to robustly detect rectangular
shapes even when the extracted outlines are degraded.

Lines are fit to each contour using the robust branch-and-
bound algorithm RAST [4]. RAST can be employed to de-
tect prominent linear structures in a similar fashion as the
well known Hough transform. However, RAST does not
suffer from quantization effects, is computationally more
efficient, and can explicitly use short line segments as prim-
itives instead of single pixels. This makes RAST espe-
cially suited for the presented system, because the contour
extraction/simplification stage outputs short line segments,
i.e. the elements of the polygon approximation to the con-
tour. Since there are much fewer line segments than sin-
gle points, the RAST algorithm gains an additional speedup
in comparison to the Hough transform. This is of special

Figure 3. Internal debug image during the val-
idation phase with highlighted contour lines.
Edges and corners of a roughly rectangular
document object are marked.

importance in the presented system, because the document
detection must run in real-time.

Before the fitted lines can be checked for orthogonal in-
tersections, the perspective distortion caused by the particu-
lar placement of the cameras must be removed. To do so, a
corrective projection is computed in an extrinsic calibration
stage during system setup, in which an A4-sized sheet of pa-
per is placed on the desktop and then used as a calibration
object.

After applying the corrective projection to the fitted
lines, the angles between them are identical to those be-
tween the corresponding contour elements in the real world.
Thus, parallel lines correspond to parallel contour edges of
an object in the camera field of view. To finally detect rect-
angular objects, parallel lines are collected into groups,and
candidates for rectangular objects are generated from these
groups by checking whether two groups are orthogonal to
each other within a tolerance threshold. If this structural
validation is true for any two groups, the largest rectangle
that can be formed using lines contained in the two groups
is determined and its four corner positions are calculated.

A rectangular object is accepted as a document only if
the four corresponding corners are detected across several
camera frames. We use a clustering of detected corner posi-
tions over time. The threshold for acceptance of a region as
a document is then based on the number of corner positions
in each cluster.

Whenever a document has been successfully detected us-
ing the described process, the actual capture process is initi-
ated. Figure 3 shows an internal debug image of the system
in which detected lines and corner points of a document are
shown.
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Figure 4. Captured high resolution image of
the desktop, including a document.

3.2 Capture

Each camera can capture a full resolution image (2614×
1958 pixels) of the desktop, see Figure 4. The capture pro-
cess itself is controlled by the free software librarylibptp1,
that allows to remotely control digital cameras compatible
with the Picture Transfer Protocol (PTP)[1] via the USB
interface. Because the surface of a desktop is rather large
compared to the resolution of the digital camera, the result-
ing images have a resolution of only approximately 100 dpi
for the document, which is close to the lower bound of what
is useful for document capture. For a production system,
more or higher resolution cameras should be considered.

3.3 Content Extraction

Preprocessing. The captured image shows the whole
desktop and is first cropped to only contain the detected
document itself. The coordinates of the corners of the doc-
ument that were obtained during the surveillance step are
reused for this. Cropping reduces the image size, usually
by a factor of 4 to 8, thus allowing faster processing.

When capturing images with a camera, a perspective dis-
tortion occurs, which causes more distant parts of the image
to appear smaller. The most severe effect of this distortion
is that parallel lines in the real world do not appear parallel
anymore in the image. However, since we have calibrated
our cameras in advance it is easy to correct for this perspec-
tive distortion. At the same time we rotate the rectangular
image object into an upright position, see Figure 5.

1http://sourceforge.net/projects/libptp

(a) The captured image of a sin-
gle sheet of paper. Before...

(b) ...and after perspective
correction.

Figure 5. Removal of perspective distortion
for a planar document.

(a) A captured image of a
curled book surface. Before...

(b) ...and after the dewarping
process.

Figure 6. Removal of geometric distortion us-
ing the straightening of text lines.

OCR. In the next step, we want to extract the textual in-
formation from the document by performing OCR. This
is not a trivial task in this setting, because—in contrast to
images obtained from flatbed scanners—document images
captured by cameras often contain distortions even after
perspective correction. The main reason for these remain-
ing distortions is that the documents themselves are not nec-
essarily planar but the pages may contain an inherent curl.
This causes e.g. text lines on a book page not to be straight
in the captured image, see Figure 6(a). Several methods for
the removal of such effects have been proposed, and we will
discuss some of them in more detail in the following sec-
tion. However, to our knowledge none of them is capable
of working in real-time, which would be necessary in our
setting, because the user might want to access a document
immediately after it has been captured.

82



Figure 7. Typical distortions of characters
within the same document as caused by non-
linear warping of the document image and
noise.

We therefore have chosen the following new approach:
we use a fast OCR step that is specially designed to work
well for text showing a certain amount of geometric dis-
tortion. Typically distorted characters are shown in Fig-
ure 7. Single characters are not only affected by the non-
linear warping of the document image, but the binarized
characters are also affected by low resolution, varying il-
lumination, and noise.

To perform OCR robust to distortion, we train an ar-
tificial neural network with images of letters showing the
same geometric distortion that occurs when taking pictures
of non-planar pages. To reliably produce a large amount
of training images they were created artificially using the
FreeType typesetting library2. Noise and jitter were imi-
tated using Baird’s defect model [2]. In addition, the letters
were scaled to several widths to simulate the horizontal and
vertical shortening occurring when the page surface is not
observed straight from above. Similar approaches are used
for the recognition of handwritten digits, where the vari-
ability of the data is of a different type and for example
simulated using smoothed random two-dimensional distor-
tions [12].

Apart from the neural network, also the other steps of
the OCR system are designed to work with non planar doc-
uments. For example, the tracking of text lines can only
be done locally linear, since those are not straight along
the whole image anymore. The RAST line finding algo-
rithm [4] was adapted for these special requirements. Also,
even on the scale of grouping letters into words, the curl
of the base line can be significant, causing e.g. projection

2http://www.freetype.org

profiles or smearing approaches to fail. Instead, a robust
clustering approach was used here. A detailed description
of the OCR algorithm is given in [14].

Image Flattening. Ultimately, the goal is of course to ob-
tain document images without any distortion by flattening
the image. This makes the image more pleasing to the hu-
man eye, see Figure 6(b), and also much easier to process
with an OCR system.

Note that the flattening step is optional in our approach
and the real-time system is based on directly processing the
captured and preprocessed image without flattening. How-
ever, image flattening can be used to improve the results as
a background task, while already preliminary OCR results
are available for real-time search.

Many approaches have been proposed for image flatten-
ing, often estimating the 3D shape of the document surface
using additional hardware like structured light sources [5],
laser scanners [11] or a second camera [19]. In the lat-
ter case, printed text and graphics are exploited as texture
for a stereo algorithm from which the 3D shape is recon-
structed. Other approaches work without an explicit page
model, but require additional assumptions with respect to
the page content, like the existence of parallel horizontal
text lines [6, 9, 18].

In our system, we have chosen to integrate two such
methods as optional modules. Thestraightlinesalgorithm
from [16] has the advantage that it essentially can reuse
much of the information that has been obtained during an
initial OCR step. Local estimates of the text line slope and
the base line distance are used to determine the tilt angle
of the surface and its distance to the camera on a mesh of
points on the book surface. From this information, a scale
factor for each letter is derived and the letters are warped
one-by-one onto a rectangular grid of output image cells.
The method works well if the documents contains regular
text lines with fixed line spacing, see Figure 6(b). However,
in its current state the algorithm is limited to single column
documents containing only text.

The second method is computationally more expensive,
but has the advantage of being able to process pages of ar-
bitrary content, including e.g. handwritten text or illustra-
tions. It generates a 3D page model using two camera im-
ages and stereo vision. The resulting 2D surface in 3D space
is then flattened by inscribing a regular mesh of equilateral
triangles which is conformally mapped onto a planar mesh
and textured with patches from the camera images. For de-
tails on the stereo dewarping algorithm, see [15].

Since both methods have their own advantages, it is use-
ful to let both try to dewarp the captured image. However,
this needs large computing resources, and so we start them
as background threads, working at a low CPU priority. That
way, only when the system would otherwise be idle, the de-
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Figure 8. A screen-shot of the simple search user interface. Search strings can be entered, and
matches in the document images are highlighted using colore d boxes.

warping routines are called, and the system does not lose its
ability to capture images and answer queries in real-time.

3.4 Archiving

Directly after the image capture and the initial OCR pro-
cess, a digital image and the extracted text of the document
are available. The text and the image are saved together
along with a time stamp to the hard disk. To keep the pro-
totype simple, the data is simply stored as individual files
instead of database entries. For the text a simple ASCII for-
mat containing the actual words and their position within
the document image is used. The images themselves are
stored in JPEG, PNG, or DjVU format. Afterwards, the
system is ready to capture the next document.

Whenever a background dewarping process for an im-
age is finished, the flattened document image is saved to the
same folder in which the original is located. Additionally,
a second OCR process could be started now to improve the
results of the initial OCR pass.

3.5 Retrieval

As we have emphasized before, the crucial part in obliv-
ious document capture is that no user interaction is required
at runtime. The system works continuously in the back-
ground, even if the PC happens to be used for other tasks
at the same time. However, the user of course also needs

a possibility to access the archive of captured documents.
We have designed a very simple prototype user GUI for
this. Assuming that the biggest advantages of electronic
versus paper documents is their capability for fast and flex-
ible search, we concentrate on this aspect here.

In the initial version, a simple but effective full text
search is implemented with the additional possibility to
specify an interval for date and time of capture to which the
search is limited. After a successful query, all documents
containing the search expression are presented in thumb-
nailed image form, additionally highlighting the search
string using a colored box. Figure 8 shows a screen-shot
of the simple search interface. We chose to present the im-
age version and not the text version of the document to the
user, because it might contain more information than the
OCR had been able to extract, e.g. images or handwritten
remarks.

Note that in a production system, special more empha-
sis would be placed on tailoring the text search to the spe-
cial needs encountered here. Since we know that the text
resulted from an OCR process, we would use a word sim-
ilarity measure that takes into account possible errors and
enables us to weight various mismatches. For example, the
confusion of the lower-case letter ‘l’ with an upper-case let-
ter ‘I’ would receive less penalty than other mismatches in
the string matching.

Once a document has been selected for a larger view, it is
possible to navigate to those which were captured directly
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before or afterwards, using ‘forward’ and ‘backward’ but-
tons that users are familiar with from their web browser.
This makes is possible to access all pages of a multi-page
document in the same order they were read the first time the
user had them on his desk.

4 Summary

We have described a prototype system that can perform
document capture and archiving without any user interac-
tion. The user’s desktop is monitored and whenever a new
document (here, a roughly rectangular and reasonably sized
object) is detected, a high resolution image is captured. The
textual content of the document is extracted using a special
OCR component that can deal with the distortion that cam-
era captured document images typically show. In addition,
background threads are started to create an image version
free of these distortions. Both the image and the textual
content are archived, ready to be accessed by the user at
any later time using a customized GUI application that al-
lows full text search.

The resulting system is able to support every day office
work-flow without interrupting it by taking a step into the
direction of full text search for documents printed on paper.

Apart from its functionality, the main advantage of the
proposed system is its modular setup. Each step described
in Section 3 is designed as a separate module that can easily
be replaced by an improved one. Also, more dewarping
modules than the two implemented so far can be integrated,
e.g. specializing on different classes of document types.

5 Current Status and Future Work

At the moment, the system is still in the development
stage. All individual modules were implemented and tested
independently. The connecting data interfaces will be
aligned soon, such that the system can then work com-
pletely without user interaction.

The system was designed to be a proof-of-concept.
Therefore, some improvements will be necessary before it
can be considered to be of practical use. The first issue is
that the resolution of the digital cameras chosen seems not
high enough. At least 200 dpi at document level are de-
sirable, even better 300 dpi, and the current system cannot
yield more than 100 dpi when monitoring a full desktop sur-
face. Another practical problem is that the delay between
triggering a capture and actually obtaining the data cur-
rently is in the range of a few seconds and therefore some-
what too large. This is mainly due to slow camera action
and data transfer, partly also caused by theCanon Power-
shotcameras still using the old USB1.1 standard. Switching
to newer and higher resolution cameras is therefore a high
priority on our list of improvements.

Figure 9. Screen-shot of a debugging output
showing various captured documents that
have undergone a first layout analysis step,
i.e. the detection of white space.

On the software side, the current surveillance module
should be made aware of the document content instead of
only the shape of its outline. That way, a document that has
already been captured would not have to be captured again,
and a new document that is found at exactly the same posi-
tion as the previous one (e.g. different pages of a book) will
be detected more reliably.

We also plan to address another use of the document
database that results from the captured images, i.e. content-
based access. We will integrate both image-based and text-
based retrieval of similar documents in addition to the key-
word search already possible.

The field of document image dewarping is a very active
field of research, and we plan to improve our algorithms
in that field as well. Our special aim is to make the ap-
proach using only one camera better suitable for complex
documents that contain more than just text. This will in
particular require a module for separating text from images
and for layout analysis, both of which are currently under
development. Figure 9 shows a screen-shot of the results of
a first layout analysis step, the detection of white space in
the document images.
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