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Abstract
This paper presents an automatic video annotation method
which utilizes the user’s reading behaviour. Using a wear-
able eye tracker, we identify the video frames where the
user reads a text document and extract the sentences that
have been read by him or her. The extracted sentences
are used to annotate video segments which are taken from
the user’s egocentric perspective. An advantage of the pro-
posed method is that we do not require training data, which
is often used by a video annotation method. We examined
the accuracy of the proposed annotation method with a pilot
study where the experiment participants drew an illustration
reading a tutorial. The method achieved 64.5% recall and
30.8% precision.
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Introduction
Recently, various types of smart-glasses have been intro-
duced by several manufacturers1. Wearing such a device,
the users can have access to digital information resources

1http://viewer.tips/best-smart-glasses/



in everyday ubiquitous environments. A benefit of wear-
ing such devices is that they enable the deployment of so-
called life-logging systems. Life-logging refers to computa-
tional logging of personal life activities2. For instance, a typ-
ical application of life-logging systems can be implemented
with a pair of smart-glasses where it records a video of the
user’s whole day activities from his or her egocentric per-
spective [10]. In this paper, we focus on a challenge of this
type of video life-logging. An issue of this type of video life-
logging is that the lengths of recorded videos become be
very long. If one records a seven hours long video per day,
it will end up with 49 hours long in one week, which is al-
ready too long to review. Thus, we must annotate and index
the recorded video so that the user can easily retrieve them
later [8].

We propose an automatic video annotation method using
an eye tracker. To demonstrate the potential of eye track-
ing for video annotation, we focus on particular situations
where the text the user read is closely related to his or her
following actions. This type of situations includes cooking
where the user reads a recipe, system maintenance where
the user reads a manual, etc. During these activities, the
users often read a textual instruction and perform the ac-
tions described in the instruction. The proposed method
identifies the video segments in which the user reads a text
document (e.g., a manual or tutorial) using eye tracking sig-
nals and a document image retrieval engine. Then, read
text is extracted from the reading segments. The text ex-
tracted from each reading segment is used to annotate the
following non-reading segment.

We conducted a pilot study where the participants drew
an instructed illustration reading a given tutorial text docu-
ment. We recorded the videos with eye tracking signals and

2http://en.wikipedia.org/wiki/Lifelog

tested the feasibility and accuracy of the proposed video
annotation system.

Related Work
Automatic video annotation and indexing has been a main
topic for video data processing [8, 4]. Recent automatic an-
notation methods can reasonably perform well for known
concepts [1]. Although traditional video annotations are
done by using a single or few words, the recent work by
Thomason et al. showed the promise of automatic anno-
tation with natural language descriptions [11]. However,
in order to annotate a video, this method requires training
data with the labels of entities and activities occurring in
the video. It is difficult to prepare such training data to pro-
vide all the entities and the activities in diverse real-world
videos. Our proposed method can annotate a video with
natural sentences and does not require training data since
we extract text from a document.

Eye tracking has been utilized to detect and analyze the
user’s reading behaviour [3]. Recent improvements of wear-
able eye tracking devices, such as [5], pave the way of
reading analysis in everyday ubiquitous scenarios [2]. Kunze
et al. [7] showed that the gaze position on a printed docu-
ment can be robustly calculated by combining document
image retrieval and eye tracking. Prior work by Yoshitaka
showed that analysis of eye movements benefits video in-
dexing, retrieval and summarization [13]. We also show the
potential of eye tracking for video annotation extending the
document image retrieval-based reading analysis method
presented in [7].

Proposed Method
To realize our automatic annotation system, we primarily
have two questions to take into account, i.e., which part
of a video and which text to be annotated. As previously



mentioned, we focus on a video taken from the egocen-
tric perspective. For this type of video, annotations that de-
scribe the activities or actions that the user performs are
widely employed [9]. In this paper, we propose to annotate
a particular video segment where the user performs an ac-
tion. Segmentation is done by separating reading activities
and others. First, we detect text reading states in the video.
Then, the video is separated with reading and non-reading
segments. Non-reading segments are annotated with the
text from reading segments. In the following sections, we
describe the individual process.

Reading Detection
To detect reading states, we use a wearable eye tracker
which has an egocentric scene camera. In the experiments,

Figure 1: Gaze position mapping
on a document image

we used a pair of SMI Eye Tracking Glasses3 (ETG). For
reading analysis, we extend the approach presented in
[7]. This method uses a document image retrieval method
called Locally Likely Arrangement Hashing (LLAH). First,
we prepare a document image database which contains
document images and document meta-data. The document
meta-data contains the meta-information of the document,
e.g., list of words occurring the document, region of individ-
ual word, etc. When the user reads a text document, the
scene camera of ETG captures the document image. The
captured image is used to retrieve the current reading doc-
ument from the database using LLAH. If the document is
retrieved from the database, we also calculate the pose of
the document in the image. Accordingly, the gaze position
given by the ETG is mapped to the retrieved document im-
age as shown in Figure 1.

To separate reading segments from the video, we need to
detect the user’s reading state. When the user gaze is de-
tected on the same document page for certain amount of

3http://www.eyetracking-glasses.com/

duration, we assume that the user is reading the document.
For the reading detection, we adapt the method presented
in [12] where the user attention to a particular object is
detected by counting the number of frames that have the
same recognition output. Similarly, we detect that the user
is reading the document X when the number of frames that
have the retrieval results X exceeds Tdur without having
Tnoise frames of irrelevant results in between.

Extraction of Read Text
Once a reading state is detected, we extract read text from
the document. As previously mentioned, the gaze posi-
tion can be mapped to a document image when retrieval is
successfully done. Since we have the meta-data of word re-
gion, we can calculate the geometrical (Euclidean) distance
of the gaze position to individual words. We extract the sen-
tences that contain the words nearest to the individual gaze
positions as the read text.

Video Annotation
In the situations that we focus on, the user reads a textual
instruction, such as a system manual, a cooking recipe and
a software tutorial, and performs the actions and tasks that
are described in the instruction. Thus, we consider that the
text that is read by the user before the individual action
is closely related to the performed action. Our proposed
method separates a video with reading and non-reading
segments and annotate the non-reading segment with the
text extracted from the preceding reading segment. Note
that the read text may not always be appropriate to anno-
tate the following segment. We test the feasibility of the
proposed method in the following section.

Pilot Study
We conducted three pilot studies to evaluate the proposed
method. In the studies, we chose an illustration drawing



scenario where the participants drew an arch-shape text
with a graphic design software called Inkscape reading the
textual tutorial shown in Figure 2. The tutorial was written
in English. The number of pages was one. The font sizes
of the title and the body were 22 and 14 pt, respectively.
The number of sentences was 23. We had five participants
in total. For each participant, we calibrated the eye tracker
before the recording. After the calibration, we asked them
to carry out the task written in the tutorial. In order to record
the sentences actually read by the participants as ground
truth data, we asked them to read aloud the text. Except
this, we asked them to perform the task naturally. Note that
the participants were allowed to carry out the task as they
liked. Some participants read the tutorial and performed
the task step by step, whereas some other participants

Figure 2: Text tutorial used in the
pilot study

Figure 5: How participant 2 read
document

Figure 6: How participant 3 read
document

first read the tutorial through and performed the task. The
lengths of the recorded videos were 405, 458, 393, 370 and
354 seconds, respectively. The frame rate was 24.5 fps.

First, we evaluated the reading detection using the LLAH.
The LLAH has the Gaussian parameter which controls the
blurring scale. The larger the Gaussian parameter is, the
more the scene image is blurred, which performs well when
the document paper is close to the user. We tuned the pa-
rameter for each participant. As a result, we found that the
appropriate parameters differ from one to another. We set
the appropriate parameter for each participant and tested
the reading detection. Figures 3 and 4 show the result of

Figure 3: Reading detection and reading segment (participant 2)

the reading detection of participant 2 and 3, respectively.
The x-axis shows the frame index of the video. The blue
boxes show the results of document image retrieval. Fur-
thermore, the green boxes show the results of reading de-
tection (post-processing with the adaptation of [12]). On
average, the recall, i.e., the ratio of the number of success-
fully retrieved document frames to the number of ground
truth frames, was 80.0%4. However, the recalls varied be-
tween the participants. The recall of the participant 2 was
56.3%, which was the worst. As shown in Figure 3, the
reading detection did not work well for the participant 2 af-
ter approx. 5000 frames. On the other hand, the proposed
method can successfully detect reading segments for the
participant 3 as shown in Figure 4 (the recall was 90.5%).
Figures 5 and 6 show images from the recorded videos
when the participant 2 and 3 read the document. The par-
ticipant 2 put the document on to the desk during the ex-
periment. Therefore, the distance and angle between the
camera and document were too far and steep to retrieve
the document by the LLAH. On the other hand, the partic-
ipant 3 read the text by holding the printout with his hand,
which is easy to retrieve for the LLAH. Therefore, one can
infer that if the positions of the camera and the document
are appropriate, the reading detection method can perform
reasonably well.

Figure 4: Reading detection and reading segment (participant 3)

4The LLAH never output incorrect documents in this study. Therefore,
the precision was 100.0%.



Next, we examined the accuracy of the extraction of read
text. In this experiment, we used manually segmented
videos to rule out video segmentation errors caused by the
failure of the reading detection to see the potential of the
extraction method. Thus, we assume that these segments
are ideal for extraction of read text. Since the participants
read aloud the text, we regarded the verbal signals as the
actual sentences read by them (i.e., ground truths)5. We
compared the ground truths and the sentences extracted
by the proposed method and calculated the recall and pre-
cision. The recall is the ratio of the number of the correctly
extracted sentences to the number of sentences from the
ground truths and the precision is the ratio of the number
of the correctly extracted sentences to the total number of
the extracted sentences. The recall was 69.5% and the pre-
cision was 46.2%. These results show that the extracted
sentences may contain noisy results and sometimes miss
read text.

Additionally, we also analyzed whether the sentences read
by the participants actually described the following actions.
We calculate the recall and precision as follows: the recall
is the ratio of the number of the read sentences that actu-
ally describe the performed actions to the number of the
sentences that describe the performed actions written in the
tutorial. The precision is the ratio of the number of the read
sentences that actually describe the performed actions to
the number of the read sentences. On average, the recall
was 86.8% and the precision was 61.0%. Thus, we con-
sider that the read sentences describe the following actions
to some extent.

Finally, we tested whether the extracted sentences can be
used as the annotations. In this test, we replaced the read

5We also checked the recorded gaze data to confirm that the partici-
pants actually read.

sentences used in the previous analysis with the extracted
sentences by the proposed method and re-calculated the
recall and precision. The recall was 64.5% and the preci-
sion was 30.8%. The recall shows that more than a half of
the segments were annotated correctly by the proposed
method. On the other hand, the precision was not really
high. One can infer that if we implement a retrieval system
using this method, the retrieval results may contain two ir-
relevant video segments out of three videos. Choosing one
from three results is easier than manually searching it from
very long video streams. For that reason, we consider that
extraction of read text is effective for an automatic annota-
tion system. The reason why the precision of this test was
lower than 86.8% was that it extracted the text that the par-
ticipants did not read. The recall dropped when the LLAH or
the eye tracking (gaze position) had failures.

Summary
In this paper, we proposed a method for automatic video
annotation using a wearable eye tracker with an egocen-
tric perspective camera. The proposed method separates
reading segments and non-reading segments and extracts
read text from the reading segments. Annotations to non-
reading segment can be selected from the sentences ex-
tracted from the preceding reading segment. We examined
the feasibility and accuracy of the proposed method. In the
annotation test, the recall was 64.5% and the precision was
30.8%. The future work is to improve the accuracy of read
text extraction. For example, we can check whether the
user is actually performing the written action by recognizing
the user’s activity.
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