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Abstract—This paper presents a real-time document image
retrieval method for a large-scale database with Locally Likely
Arrangement Hashing (LLAH). In general, when a database is
scaled up, a large amount of memory is required and retrieval
accuracy drops due to insufficient discrimination power of fea-
tures. To solve these problems, we propose three improvements:
memory reduction by sampling feature points, improvement
of discrimination power by increasing the number of feature
dimensions and stabilizing features by reducing redundancy.
From the experimental results, we have confirmed that the
proposed method realizes 50% memory reduction, and achieves
99.4% accuracy and 38ms processing time for a database of
10 million pages.

Keywords-Document image retrieval, Real-time 10 million
pages processing, LLAH, Large-scale database

I. INTRODUCTION

Recently, camera phones have become very popular de-
vices. Moreover, the quality of mobile phone cameras is
comparable to that of ordinary digital cameras. Therefore,
we are in the situation that people always carry high reso-
lution digital cameras. For this reason, image retrieval with
queries captured by a digital camera is paid more attention.
In this research, we especially focus on document image
retrieval, which is a task to find a document image from
a database corresponding to a query obtained by capturing
a document. This technique can provide users with the
information which is associated with the retrieved document
in the database. In other words, with the help of document
image retrieval, paper documents can be viewed as media
for accessing various information; images, movies, texts and
more.

For this purpose, the document image retrieval method
based on a hashing technique called Locally Likely Arrange-
ment Hashing (LLAH) has already been proposed [1]. In
this method, images are retrieved based on their features
which consist of geometric invariants. LLAH is robust to
variation of camera angles since geometric invariants are
stable under perspective distortion. LLAH is also known for
its fast retrieval which enables a real-time processing [2].
Moreover, LLAH has already been extended for retrieval of
documents in various languages [3]. Owing to the above

property, LLAH has been applied to Augmented Reality [4]
and Camera-Pen [5].

However, LLAH has two problems for scaling up the
database. First, a large amount of memory is required;
150GB memory is needed to realize high accuracy on a 10
million pages database. This inefficiency of memory space
restricts scalability of LLAH. Second, retrieval accuracy
decreases when the size of database is large because similar
features are more likely to be extracted from a larger
database. In order to overcome this problem, we have to
increase the discrimination power of the feature.

In this paper, we propose some approaches for improve-
ments of LLAH to solve the problems stated above. The
basic idea to reduce memory is to sample feature points
stored in the database. In order to increase the discrimination
power, we increase the number of dimensions of features.
However, as the number of dimensions increase, features
become unstable. Therefore, we improve the stability of
features by removing redundant dimensions. From the ex-
perimental results, we have confirmed that the proposed
method realizes 50% memory reduction. It has also achieved
retrieval accuracy of 99.4% and processing time of 38ms for
the database of 10 million pages.

II. DOCUMENT IMAGE RETRIEVAL WITH ORIGINAL
LLAH

A. Overview of processing

Figure 1 shows the overview of processing of LLAH.
First, a document image is transformed into a set of feature
points. Then, features are calculated from arrangements of
the feature points. In the storage step, every feature point in
the image is stored into the document image database using
its feature. In the retrieval step, the document image database
is accessed with features to retrieve images by voting. We
explain each step in the following.

B. Feature point extraction

An important requirement for the feature point extraction
is that feature points should be obtained identically even
under perspective distortion. To satisfy this requirement, we
employ centroids of word regions as feature points. Since

2011 International Conference on Document Analysis and Recognition

1520-5363/11 $26.00 © 2011 IEEE

DOI 10.1109/ICDAR.2011.213

1054



Figure 1. Overview of processing.

perspective transformation of a small limited area is weak,
the centroids could be considered as approximate invariants.

The process is as follows. First, the input image is adap-
tively thresholded into the binary image. Next, the binary
image is blurred using the Gaussian filter. The blurred image
is adaptively thresholded again. Finally, centroids of word
regions are extracted as feature points.

C. Calculation of features

The feature of LLAH has the following four characteris-
tics. The first one is that a feature is defined for each feature
point in order to realize robustness and availability under
occlusion. The second one is that a feature is calculated
using geometric invariants in order for invariance to per-
spective distortion which occurs in camera-captured images.
In concrete term, we utilize the affine invariant defined with
four coplanar points ABCD as follows:

P (A,C,D)

P (A,B,C)
(1)

where P (A,B,C) is the area of a triangle with apexes A,
B and C. The third one is that a feature consists of multiple
affine invariants calculated from multiple feature points so as
to increase discrimination power of the feature. In concrete, a
sequence of discretized affine invariants (r(0), · · ·, r((m4 )−1))
is calculated from m nearest points including the point in
question. In fact, the invariants calculated from all possible
combinations of four points from m points are utilized
as a feature. The last one is that multiple features per
feature point are calculated from nearest n(> m) points.
Specifically, ( n

m ) features are calculated from all possible
combinations of m points from n points. In the original
LLAH, n = 7, m = 6 are utilized.

Moreover, the rank of area ratio of word regions is
also employed as an additional feature. Figure 2 shows
an example. For example, 1 indicates the area ratio of
the word region of “led” to that of “to”. As shown in
Fig. 2, the additional feature is concatenated to the affine
invariants. Therefore, the number of dimension of the feature
is ((m4 ) +m).

Figure 2. Additional feature.

D. Storage

Every feature point is stored in the database in accordance
with its feature. The index Hindex of the hash table is
calculated by the following hash function:(((m4 )+m)∑

i=0

r(i)d
i

)
= QHsize +Hindex (2)

where r(i) is a discrete value of the invariant, d is the level of
quantization of the invariant, and Hsize is the size of the hash
table. Q is uniquely determined for a feature. Therefore, the
item (document ID, point ID and Q) is stored into the hash
table where chaining is employed for collision resolution.
Consequently, we can make sure that each item of the list
has the same feature by using Q in place of the feature in
retrieval.

E. Retrieval

In LLAH, the result of retrieval is determined by voting
on documents represented as cells in the voting table.
Hindex and Q are calculated for each feature point of a

query image in the same way as in the storage step. The
list of items (document ID, point ID and Q) is obtained by
looking up the hash table. For each item, a cell of the cor-
responding document ID in the voting table is incremented
if it has the same Q. Eventually, the document obtained the
maximum votes is returned as the retrieval result.

III. PROPOSED METHOD

A. Reduction of required amount of memory

In the original LLAH, all extracted feature points are
stored in the database. However, there is no need to store
all points since retrieval results are determined by voting.
Therefore, we reduce memory consumption by sampling
points stored in the hash table.

When we sample feature points, it is important that
sampled feature points are evenly distributed in a document.
If the distribution of sampled points is uneven, the document
has densely both sampled regions and sparsely sampled
regions. In such a case, the system cannot retrieve documents
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Figure 3. Sampling feature
points. Figure 4. Invariants and their redundancy.

by capturing sparse regions because the number of points in
the regions is not enough.

In the proposed method, we focus on area of word regions
in order to sample points which are evenly distributed. To be
precise, we sample the feature points extracted from word
regions whose area is smaller than that of surrounds. In
Fig. 3, the feature points extracted from “in” is sampled.
Since such points are evenly distributed in a document, we
can satisfy the requirement stated above. Moreover, when the
area of the word region is smallest, it is more robust against
perspective distortion since the distances to the n nearest
points become shorter. However, the number of sampled
points in this way is too small. Thus we store k nearest
points from each sampled point. In the propose method,
k is determined so that the number of feature points in a
document is 200. If the number of all extracted feature point
is less than 200, we do not sample points.

B. Additional descriptor

When we apply the original version of LLAH to a large-
scale database, the number of collisions occurs in the hash
table increases. This causes a number of erroneous votes in
the retrieval process. Therefore, we need to modify features
so that they can be more discriminative to reduce the number
of collisions.

The idea to modify features is to increase the dimensions
of features. The feature of original LLAH has 21 dimensions
when the parameters are n = 7, m = 6. This number
of dimensions has enough discrimination power in original
LLAH because the database has only 10,000 pages. In the
proposed method, we increase the dimensions by modifying
the values to n = 8,m = 7. Consequently, the number of
affine invariants is ( 74 ) = 35 and the number of area ratio
features is 7, resulting in the total number of dimensions 42.

However, the above method has a problem on the stability
of features. In LLAH, it is required that all dimensions of
a feature must be identical to be considered to correspond
in retrieval. However, if the number of dimension increases,
there is an increasing possibility that different invariants are
calculated due to the fluctuation of invariants. From this
reason, the stability of features decreases in exchange for
increasing the discrimination power. To solve this problem,
we reduce the redundant dimensions of features. As show
Fig. 4, we utilize an identical triangle to calculate two
different invariants, which causes correlation. In Fig. 4, the

Figure 5. Example of images in the
database.

Figure 6. Example of query images.

invariant 2 has relationship to invariant 1 and invariant 3.
This redundancy can be resolved by deleting the invariant
2. As shown in the above example, we select triangles for
calculating invariants in the way that no triangles share
invariants. As a result, the number of dimensions becomes
24.

IV. EXPERIMENTS

A. Ex.1: Scalability

In order to examine effectiveness of improvements intro-
duced in this paper, we tested the original and the improved
versions of LLAH. Effectiveness of the improvements was
measured by the required amount of memory, processing
time per query and accuracy of three versions of LLAH:
the original LLAH, the memory reduced version and the
proposed method in this paper. Note that the memory
reduced version was improved by only sampling feature
points mentioned in III-A and the number of sampled feature
point was up to 200 per document.

For the experiments, we made four databases which
include different number of pages: 0.01 million, 0.1 million,
1 million and 10 million. An example of images in the
database is shown in Fig. 5. Query images were captured
from an elevation angle of 60 degrees using a digital camera
with 1,200 million pixels. The number of query images
was 1,003, whose example is shown in Fig. 6. Since the
angle with which query images are captured (60 degrees)
is different from that of the images in the database (90
degrees), experiments performed with these query images
and the database would demonstrate robustness of the pro-
posed method to perspective distortion. Experiments were
performed on a workstation with AMD Opteron 2.8GHz
CPUs and 128GB memory. Hsize was set to 230 − 1.

1) Required amount of memory: Figure 7 shows the
amount of required memory of the three versions of LLAH.
These values include the size of hash table (8GB). The orig-
inal LLAH can not deal with a 10 million pages database.
Therefore, the value of original LLAH with a 10 million
pages database is an estimated value. The memory reduced
version of LLAH achieved 50% memory reduction. On the
other hand, the proposed method of LLAH required a larger
amount of memory than the memory reduced version. This is
because the number of features calculated from one feature
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Figure 7. Relationship between the number of stored pages and the
required amount of memory.
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Figure 8. Relationship between the number of stored pages and accuracy.

point is ( 87 ) = 8 in the proposed method, while ( 76 ) = 7 in
the memory reduced method.

2) Accuracy: Figure 8 shows retrieval accuracy of each
version of LLAH. With the 10 million pages database,
the proposed method demonstrated higher performance than
the memory reduced version. In the proposed method, the
average number of erroneous votes for each query was 144,
while it was 443 in the memory reduction version. Since
the number of erroneous votes was decreased by increase
of discrimination power, the proposed method achieved high
accuracy. Figure 9 shows an example of query images which
could not be retrieved. This query image consists of many
figures and few text regions. Since the current feature point
extraction utilizes centroids of word regions, it does not work
well with such images.

3) Processing time of retrieval: Figure 10 shows process-
ing time for each version of LLAH. The proposed version
of LLAH realized processing time of 38ms for the database
of 10 million pages. Therefore, the proposed method can
retrieve documents in real-time.

When the number of pages stored in the database is small,
the original version of LLAH shows higher performance.
This is because of the difference of computational complex-
ity. In the original method ( 76 ) = 7 features per feature point
and ( 64 ) = 15 invariants per feature are calculated. In the
proposed method ( 87 ) = 8 features per point and ( 74 ) = 35
invariants per feature are calculated. As a result, the original
has faster since its computational complexity is less than
that of the proposed method. However the proposed method
realized higher performance with the large-scale database.
This is because of the difference of the number of collision

Figure 9. Example of images which caused retrieval errors.
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Figure 10. Relationship between the number of stored pages and
processing time per query.
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Figure 11. Relationship between the number of stored pages and the
average length of lists.

in the hash table. Figure 11 shows the average length of
lists whose length is not 0. For the database of 1 million
pages, the average length of the original LLAH is twice
as compared to that of the proposed method. Therefore,
the time of referring to lists becomes longer. As a result,
the original LLAH has longer processing time than the
proposed method. Note that the reason why the length of
list explodes in 10 million is that the hash table is saturated.
In the proposed method, more than 99.6% hash bins were
occupied.

B. Ex.2 : Cropping

Recall that the original LLAH indexes all feature points
while the proposed method only keeps sampled points. Thus
the proposed method may perform worse than the original
LLAH if the number of feature points is not enough. This
happens if queries capture narrow regions of pages. In this
experiment, we examined the relationship between the area
of captured regions and the accuracy.

First, we selected images which were not covered with
many figures from the query images employed in Ex.1,
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Figure 12. 1/2.

Figure 13. 1/4.

Figure 14. 1/8.
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Figure 15. Relationship between the range of cropping and accuracy.

whose number was 989. Next, we cropped images partially.
Eventually, the partially cropped images were utilized as
query images in this experiment. The sizes of cropping from
the entire page were: 1/2, 1/4, and 1/8, whose examples
are shown in Fig. 12, 13, and 14, respectively. The database
included 10 million pages.

Figure 15 shows the relationship between the range of
cropping and accuracy. When the range is small, the accu-
racy decreases. Since the number of feature points extracted
from smaller query images is small, the correct image could
not obtain the sufficient number of votes. Figure 16 shows
an example of query images which caused a failure. This
document has many dots ([.]) and quotations ([”]). In this
case, stable feature points could not be extracted because [.]
and [”] easily became noise as shown in Fig 17. In order
to solve the problem, we need a way of stabilizing feature
points.

The result showed the proposed method has achieved 92%
accuracy with 1/8 size of entire page and more than 98%
with 1/4 size. Therefore, the proposed method is robust to
scale change.

V. CONCLUSION

In this paper, we have introduced three improvements to
the original LLAH. The amount of memory was decreased
by sampling feature points stored in the database. The
discrimination power and stability of features were improved

Figure 16. Example of images which caused retrieval errors.

(a) Added feature point in the query (b) Disappeared feature point

Figure 17. Examples of unstable feature points.

by increasing the number of dimensions and removing re-
dundancy. From the experimental results, we have confirmed
achieves 99.4% accuracy and 38ms processing time for the
database of 10 million pages. Our future work includes
further reduction of memory requirement for making a large
library available for document image retrieval.
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