
(a) 𝑙 = 256 

Fig 1. Change of the proposed illumination 

filter for the intensity 𝑙. 𝜃 is fixed to 0. 

Fig 2. Change of the proposed illumination 

filter for the angle 𝜃. 𝑙 is fixed to 256. 

(b) 𝑙 = 192 (c) 𝑙 = 128 

(a) 𝜃 = 0 (b) 𝜃 = π/4 (c) 𝜃 = π/2 
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1. Introduction 

Recently, development of a text input system based on a text recognizer with a digital camera or a camera phone is 

highly demanded. However, character images captured by a camera are often degraded by low resolution, blurring, 

uneven lighting, camera shake and so on. A promising method to prevent decrease in recognition performance is 

generative learning. It enhances the recognition performance by creating various artificially degraded images that can 

be obtained in real scenes from degradation-free images. The created images are used for learning together with the 

degradation-free images, and compensate for lack of actual degraded images. The degradation processes should be well 

analyzed to emulate them as real as possible. Ishida et al. proposed degradation models of low resolution and 

blurring[1]. In this paper, we propose a degradation model of uneven lighting and experimentally confirm its 

effectiveness. 

2. Proposed Method 

The degradation of uneven lighting is modeled with two parameters: an intensity 𝑙, 0 ≤ 𝑙 ≤ 256, and an angle 𝜃, 

0 ≤  𝜃 < 2𝜋. Examples of the proposed uneven lighting filter are shown in Figs. 1 and 2. The filter 𝑓 𝑝,𝑞  is defined 

as follows. 
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where 𝑃 and 𝑄 are the width and height of the image. 𝑓 𝑝, 𝑞  is defined in the range of 0 ≤ 𝑓 𝑝, 𝑞 ≤ 1 and takes 

1 at a well-lighted place and 0 at a dark place. Finally, the degraded character image is created by multiplying pixel 

values of the degradation-free character image and the filter 𝑓 𝑝, 𝑞  for each pixel  𝑝, 𝑞 . 

3. Experiments 

We carried out an experiment of comparing four methods. Methods A 

and C are conventional methods and methods B and D are the proposed 

method. Fig. 3 shows a part of training samples of the methods. 

Method A used one degradation-free character image per character for 

training. This method does not use degraded images. 

Method B used 65 degraded images created by the proposed method 

from the degradation-free character image shown in Fig.3(a). The used 

parameters were combinations of nine intensities, 𝑙 = 0, 32,… , 256, 

and eight angles, 𝜃 = 0,𝜋/4,… , 7𝜋/4 . Since 𝑙 = 0  means even 

lighting and the angle parameter 𝜃 does not make sense at 𝑙 = 0, only 

one image was created for 𝑙 = 0. 

Method C used 120 degraded images created by the degraded models 

of low resolution and Gaussian blurring proposed by Ishida et al.[1]. 

The used parameters were combinations of six standard deviations  𝜎 



Fig 4. A part of test images extracted from 

movies. The movies were captured by a 

digital camera under various illuminations. 

Fig 3. A part of training images. 

(d) Method D 

(c) Method C 

(b) Method B 

(a) Method A 

Fig 5. Recognition result. 

of Gaussian blurring, 𝜎 = 0, 0.2,… , 1, and 20 scales, 𝑠 = 13, 14,… , 32. 

Method D used 510 degraded images created by the proposed method 

and the degraded models used in the method C. The proposed method 

was used first and then Ishida’s degradation models were used. The used 

parameters were combinations of three intensities, 𝑙 = 0, 128, 256 , 

eight angles, 𝜃 = 0,𝜋/4,… , 7𝜋/4 , three standard deviations 𝜎  of 

Gaussian blurring, 𝜎 = 0, 0.5, 1, and 10 scales, 𝑠 = 13, 15,… , 31. 

For the degradation-free training images, 62 character images in Times 

New Roman whose size was 256pt were used; 62 characters consist of 

10 figures, 26 lowercase alphabets and 26 capital alphabets.  

Test images were extracted from a movie captured by a digital camera. 

The movie was 320 × 240 pixels and its frame rate was 30 fps. Each 

character was printed on an A4 paper and put on a dark place. Then, it 

was unevenly illuminated by a fluorescent bulb. Changing angles and 

intensities of the light, three movies were captured per character at the 

distance of 120cm. Then, 10 still test images were extracted from a 

movie. Finally, they were segmented by hand and normalized to fit to a 

32 × 32 square. Examples of test images are shown in Fig. 4. 

The recognition result was determined by voting; each of 10 still images 

extracted from a movie was recognized by subspace method using 1024 

dimensional feature vectors consists of pixel values of the image. Fig. 5 

shows the recognition result. By comparing the results of the methods A 

and B, we can confirm that the proposed method using the generative 

learning achieved a higher recognition rate. In addition, comparison of 

the methods C and D shows the combination of the proposed model and 

other models also succeeded because the method D 

achieved higher recognition rate. These results show that 

the proposed method is effective for recognition of 

degraded character images. 

4. Conclusion  

In order to improve recognition performance, we 

proposed a degradation model of uneven lighting for 

generative learning. We confirmed the proposed method 

increases recognition rates by experiments. Future work 

includes use of automatic segmentation methods. 
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